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Examiners: S. Majid, O. Jenkinson

In your answers, all expressions should be simplified as much as possible.

Question 1 [20 marks]. In this question, $V=\left\{A \in M_{3}(\mathbb{K}) \mid A=-A^{\top}\right\}$, the set of $3 \times 3$ antisymmetric matrices regarded as a vector space over a field $\mathbb{K}$. Here $A^{\top}$ is the transpose of $A$.
(a) What is the dimension of V over $\mathbb{K}=\mathbb{R}$ ? Justify your answer.
(b) Over $\mathbb{R}$, are the three matrices

$$
\left[\begin{array}{ccc}
0 & 1 & 1 \\
-1 & 0 & 0 \\
-1 & 0 & 0
\end{array}\right], \quad\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 1 \\
0 & -1 & 0
\end{array}\right], \quad\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 1 \\
-1 & -1 & 0
\end{array}\right]
$$

a basis of V? Justify your answer.
(c) Show that regarded as elements of $\mathbf{V}$ over the field $\mathbb{K}=\mathbb{F}_{2}$ of integers mod 2, the three matrices displayed in part (b) are not linearly independent.
(d) Exhibit a basis of V over $\mathbb{F}_{2}$. You are not required to give a proof, but outline your reasoning.

## Question 2 [20 marks].

(a) Let $\mathrm{U}, \mathrm{W}$ be subspaces of a vector space V . Define what is meant by $\mathrm{V}=\mathrm{U} \oplus \mathrm{W}$.

In the remainder of this question, $\mathrm{V}=\mathbb{R}^{2}$.
(b) Exhibit 1-dimensional subspaces $\mathrm{U}, \mathrm{W} \subseteq \mathrm{V}$ such that $\mathrm{V}=\mathrm{U} \oplus \mathrm{W}$.
(c) Exhibit 1-dimensional subspaces $\mathrm{U}, \mathrm{W}, \mathrm{X} \subseteq \mathrm{V}$ such that $\mathrm{V}=\mathrm{U}+\mathrm{W}+\mathrm{X}$ and $\mathrm{U} \cap \mathrm{W}=\mathrm{W} \cap \mathrm{X}=\mathrm{U} \cap \mathrm{X}=\{0\}$.
(d) Is it possible to choose the subspaces in part (c) in such a way that

$$
\begin{equation*}
\mathrm{V}=\mathrm{U} \oplus \mathrm{~W} \oplus \mathrm{X} ? \tag{5}
\end{equation*}
$$

Justify your answers in parts (b)-(d). You may refer to general results from Lectures.

## Question 3 [20 marks].

(a) Let C be the $\mathrm{n} \times \mathrm{n}$ elementary matrix for the column operation swapping the 1 st and 2 nd columns of an $m \times n$ matrix. Here $n \geq 2$. Show using the Leibniz formula that $\operatorname{det}(C)=-1$.

In the remainder of this question, let $v_{1}, v_{2}, v_{3}$ be a basis of a vector space V and $w_{1}, w_{2}$ a basis of a vector space $W$ over $\mathbb{R}$. Let $\alpha: V \rightarrow W$ be a linear map defined by

$$
\alpha\left(v_{1}\right)=2 w_{1}+w_{2}, \quad \alpha\left(v_{2}\right)=w_{1}-w_{2}, \quad \alpha\left(v_{3}\right)=w_{1}+w_{2} .
$$

(b) Find $\operatorname{Ker}(\alpha)$ and the nullity $v(\alpha)$.
(c) Find the rank $\rho(\alpha)$ and hence, or otherwise, find $\operatorname{Im}(\alpha)$. Justify your answer.
(d) Is it possible to find new bases for $\mathrm{V}, \mathrm{W}$ such that the $3 \times 2$ matrix corresponding to $\alpha$ with respect to these new bases is $\left[\begin{array}{ll}1 & 0 \\ 0 & 0 \\ 0 & 0\end{array}\right]$ ? Justify your answer.

Question 4 [20 marks]. The characteristic polynomial $p_{A}(x)$ of a general $3 \times 3$ matrix $A$ over a field $\mathbb{K}$ necessarily has the form

$$
p_{A}(x)=x^{3}-\operatorname{Tr}(A) x^{2}+c(A) x-\operatorname{det}(A)
$$

for some coefficient $c(A)$ considered as a function of $A$ with values in $\mathbb{K}$.
(a) Show that $c\left(P^{-1} A P\right)=c(A)$ for any invertible $3 \times 3$ matrix $P$.
(b) Show that if $c(A)=0$ and $\operatorname{det}(A) \neq 0$ then $A^{2}$ is invertible with inverse $\left(A-\operatorname{Tr}(A) I_{3}\right) / \operatorname{det}(A)$.
(c) Find $p_{A}(x)$ for

$$
A=\left[\begin{array}{ccc}
1 & 0 & 1 \\
0 & -1 & 2 \\
-3 & 1 & 0
\end{array}\right]
$$

as a matrix over $\mathbb{R}$. Show your working.
(d) By considering the options for the minimal polynomial $m_{A}(x)$, or otherwise, show that $A$ in part (c) cannot be diagonalised.

You may refer to results from Lectures, including general properties of $p_{A}(x)$.

## Question 5 [20 marks].

(a) Define what it means for two symmetric $n \times n$ matrices $A, B$ to be congruent.
(b) If $B$ is congruent to $A$ as in part (a), how is the quadratic form associated to $B$ related to the quadratic form associated to $A$ ? You are not asked to prove anything.
(c) Show that the following quadratic form over $\mathbb{R}$ is positive definite:

$$
\begin{equation*}
\mathrm{q}(x, y, z)=x^{2}+2 x y+3 y^{2}+z^{2} \tag{7}
\end{equation*}
$$

(d) Let V be a real vector space with basis $\nu_{1}, v_{2}, v_{3}$ and make V into an inner product space by

$$
v_{i} \cdot v_{j}=\mathrm{a}_{\mathrm{ij}}, \quad A=\left(\mathrm{a}_{\mathrm{ij}}\right)=\left[\begin{array}{lll}
1 & 1 & 0 \\
1 & 3 & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Find an orthonormal basis $w_{1}, w_{2}, w_{3}$ in terms of $v_{1}, v_{2}, v_{3}$. Show your working. (Hint: you may wish to consider $w_{i}$ of the form $w_{1}=a v_{1}+b v_{2}, w_{2}=c v_{2}$ and $w_{3}=v_{3}$ for suitable coefficients $a, b, c$.)

## End of Paper.

