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Automatic Methods of model selection

Remark
If we have small number of explanatory variables: then calculating the

1 MSE
2 R2

3 Adjusted R2

4 Mallow’s CP
for each of the candidate of models and then making a selection is feasible.

However as the number of potential variables grows, these all calculations for all models
becomes more challenging. In response to this a number of Automatic regression
model selection procedures have been introduced.

Each of these have their advantages and disadvantages.



Automatic Methods of model selection

1 Backwards Elimination Method

2 Forwards Elimination Method

3 Akaike’s Information Criteria (AIC)



Backwards Elimination Method

What Is Backward Elimination Technique in Multiple Linear Regression?

The backward elimination technique is used to find the best subset of features from a given set
of features. It works by iteratively removing features that are not predictive of the target
variable or have the least predictive power.

Backward elimination process iteratively remove the least important variables until only the
most important ones remain.

The backward elimination process begins by fitting a multiple linear regression model with all
the independent variables. The variable with the highest p-value (or small F value) is removed
from the model, and a new model fits. This process is repeated until all variables in the model
have a p-value below some threshold, typically 0.05.



Process of Backwards Elimination

Summary
1 Step 1: Fit the multiple linear regression model that uses all the explanatory

variables
2 Step 2: As the number of variables increases and we risk including variables that

are essentially themselves linear combinations of other variables in the model, we
run into the problem of multicollinearity which we will look at in the section below

3 Step 3: Calculate the F statistic (or the t statistic) for the exclusion of each
variable

4 Step 4: Find the variable with the lowest F statistic and eliminate this if the
statistic is smaller than some predetermined value

5 Step 5: This leaves a model with one fewer variable. Now fit this model and
re-run the process above

6 Step 6: Stop when a variable is not omitted (because the smallest F statistic is no
longer smaller than the predetermined value).



Determine the least significant variable to remove at each step

How backward elimination works, we need to know
The least significant variable at each step
The stopping rule.

The least significant variable is a variable that:

1 Has the highest p-value in the model, or
2 Its elimination from the model causes the lowest drop in R2, or
3 Its elimination from the model causes the lowest increase in RSS (Residuals Sum

of Squares) compared to other predictors

Choose a stopping rule
The stopping rule is satisfied when all remaining variables in the model have a p-value
smaller than some pre-specified threshold.



Example of Backwards Elimination
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Advantages and Disadvantages of Backward Elimination

Advantages

Where backward stepwise is better

(1) Starting with the full model has the
advantage of considering the effects of all
variables simultaneously.
This is especially important in case of
collinearity because backward stepwise may
be forced to keep them all in the model unlike
forward selection where none of them might
be entered.

(2) Easy to conduct

(3) It improves model generalizability

Disadvantages

Where backward stepwise is NOT better

(1) It does not consider all possible
combination of potential predictors

(2) It outputs biased regression coefficients,
confidence intervals, p-values, and R2

(3) It produces an unstable selection of
variables

(4) It does not consider the causal relationship
between variables



Forward Elimination Method

What Is Forward Elimination Technique in Multiple Linear Regression?
Forward variable selection is a statistical method used in regression analysis to select the best
subset of predictors from a larger set of potential predictors

Forward selection method begins with a model that contains no variables called the Null Model.
Then starts adding the most significant variables one after the other until a pre-specified
stopping rule is reached or until all the variables under consideration are included in the model.



Process of Forwards Elimination

Summary
Forward Regression Elimination works in the opposite direction to Backward Elimination. This
process can be summarised as

1 Step 1: Start with the null model β0 + εi

2 Step 2: Fit simple linear regression models for each of the explanatory variables under
consideration

3 Step 3: Select the explanatory variable whose simple linear regression model has the
largest F statistic (or t statistic)

4 Step 4: Now add the explanatory variable with the next highest F statistic
5 Step 5: Test (via subset deletion) whether either of the two variables can be omitted

according to some predetermined F value. [Sometimes the process may have a higher
value needed for omission of an existing variable than for the newest variable just added]

6 Step 6: Continue until no more variables are added or omitted.



Determine the most significant variable to remove at each step

How backward elimination works, we need to know

The most significant variable at each step
The stopping rule.

The most significant variable is a variable that:

1 It has the smallest p-value
2 It provides the highest increase in R2

3 It provides the highest drop in model RSS (Residuals Sum of Squares) compared to
other predictors under consideration.

Choose a stopping rule
The stopping rule is satisfied when all remaining variables to consider have a p-value larger than
some specified threshold, if added to the model. When we reach this state, forward selection
will terminate and return a model that only contains variables with p-values < threshold.



Example of Forward Elimination Criteria
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Advantages and Disadvantages of Forward Elimination

Unlike backward elimination, forward stepwise selection can used when the number
of variables under consideration is very large, even larger than the sample size!
This is because forward selection starts with a null model (with no predictors) and
proceeds to add variables one at a time, and so unlike backward selection, it DOES
NOT have to consider the full model (which includes all the predictors).



Advantages and Disadvantages of Forward Elimination

Remark: One problem with this approach is the estimation of σ2 in the F tests.

At start the MSE model estimate of σ2 is likely to be higher in the early rounds of this
process and then fall over time as more variables are added.

A potential solutions would be use the full model MSE as the estimator of sigma2 in all
the F tests beginning with the first explanatory variable to be added to the null model.

Another variation of the stepwise process is one that only has addition and not omission
of existing variables, that is once an explanatory variable is added it cannot then be
omitted later in the process.



Advantages of Backwards(Forwards) Elimination

1 The ability to manage large amounts of potential predictor variables, fine tuning
the model to choose the best predictor variables from the available options.

2 It’s faster than other model-selection methods.

3 Watching the order in which variables are removed or added can provide valuable
information about the quality of the predictor variables.



Disadvantages of Backwards(Forwards) Elimination

1 If two predictor variables in the model are highly correlated, only one may make it
into the model.

2 R2 values are usually too high.
3 Adjusted R2 values might be high, and then dip sharply as the model progresses. If

this happens, identify the variables that were added or removed when this happens
and adjust the model.

4 Predicted values and confidence intervals are too narrow.
5 Regression coefficients are bias and coefficients for other variables are too high.
6 Collinearity is usually a major issue. Excessive collinearity may cause the program

to dump predictor variables into the model.
7 Some variables (especially dummy variables) may be removed from the model,

when they are deemed important to be included. These can be manually added
back in.
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Example

The real data set in this question first
appeared in Hald (1952). The data are given
in Table and can be found on the book web
site in the file Haldcement.txt. Throughout
this question we shall assume that the full
model below is a valid model for the data
Y = β0 + β1X1 + β2X2 + β3X3 + β4X4 + ε
Identify the optimal model based on R2, AIC
from the approach based on all possible
subsets.
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