Vectors & Matrices
Solutions to Problem Sheet 3

1. For any real value u € R, there exists a value A\ € {—1, 1} such that |u| = Au.

Uy A1 x
This means that for any vector u = | y, [, there existsavector A = | )\, | € yl| :vy,2e{-1,1} ;,
us A3 z
such that
)\1 Ul

Aru= x| fu | =Mm + Aoug + Agug = |ug| + |ua| + |ug] .

)\3 us

Applying the Cauchy-Schwarz Inequality to A - u, we get

A-u < Afful,

and since || = /A + A3 + A2 = /(£1)2 + (£1)2 + (£1)2 = /3, this bound becomes

Au<V3|ul,

giving us the result.

2. (i) The points on the line-segment L can be identified as the end points of the position vectors
in the set {A\i+ (1 —A)j: 0 < X < 1}. Take the vector v.= Ai+ (1 — \)j, for some A € [0, 1].

Applying the Triangle Inequality to vectors Ai and (1 — A)j, we have

[vI=[Xi+(1-Njl

<A+ [ (1= )]

In Problem Sheet 1 (Q5), we proved the absolute-homogeneity of the length operator, i.e. that
for any vector u and scalar A € R, |Au| = |A||u|. We also know that |i| = V12 +024+02 =1
and |j| =+v0%2+124+0% =1, and so



(V<A +](1=A)j
= A+ 1= Al
=A-14+(1-X)-1 (as0<A<1)

=1.

For any point on the line L, its distance from the origin is precisely given by the length of its
position vector. Since we have just shown that such a length must be less than or equal to 1,

we can see that 1 is the largest possible distance between a point on L and the origin.

Consider the points on the following four line segments:

Ly, the line segment given in part (i);

— Lo, the segment L reflected along the y-axis;

L3, the segment L, reflected along the z-axis;

— L4, the segment L reflected along the z and y-axes.

Together, the union of these four segments forms a square centred at the origin. Let A and
B be any two points on this square. By Proposition 3.1.6, we can express the vector E as

1@ + O? . We can apply the Triangle Inequality to this expression:

|AB| = |AC + OB| < |A0| + |08 . (1)

From part (i), the distance between any point on the line segment L and the origin O is at
most 1. By the reflectional symmetry of the square around both axes, this same argument
holds for all four line segments L;. Since A and B each lie on one of these segments, |E\
and |O? | are both bounded above by 1. Applying these bounds to the inequality (1) above,

we get

|ﬁ|§|@\+|{ﬁ|§1+1:2.

Hence, the distance between any two points on our square cannot be greater than 2. By
Pythagoras’s Theorem, the lengths of each side of this square are equal to v/2. Since the
distances between points in a square cannot change during rotation and translation, we see

that the maximal distance between any square with side-lengths v/2 is equal to 2.



(iid)

Finally, for such a square, we can multiply all position vectors leading to points in the square
by a factor of g to form a new, smaller square. The side-lengths of this new square would
V2 .

scale to 5* V2 = % = 1. The maximal distance between any two points scales down to

g -2 = /2, giving us the result.

Let S; and S5 be two squares with side-lengths of 1 with a non-empty intersection. Let P be

a point inside this intersection. For any two points A and B inside S; U S, we have

|AB| = |AD + PB| < |AP| + |PB| . 2)

As the point P lies in the intersection between the two squares, A and P must both lie inside
the same square. Hence, by part (ii), |ﬁ| < /2. Similarly, |ﬁ| < V2. Applying these

bounds to the inequality (2), we see that

|AB| < |AP| +|PB| < V2+vV2=2V2.

Let p = 2i 4+ 2j — 2k be the position vector with end point P. For any point R = (z,y, z) on
the surface of II, we have (r — p) - n = 0, where r is the position vector with end point R.

Hence, the equation
r-n=p-n (3)

defines the plane II. We know that r - n=6x+y+5zandp-n=2-6+2-14(-2)-5=4.

Thus, the equation (3) reduces to the Cartesian form

6r+y+5z=4.

By Proposition 5.4.1, for any vector q, the minimal distance between q and the plane II is

given by

lq-n—d|

[n|

where d = p - n, which (per part (i)) we can determine to be equal to 4. We can express any
point on the parabola C' as the end point of position vector q = Ai+ A2j+ 4k, for some A € R.

This gives us

g n—-d=6A+X+5-4-4=X\+6\+16.



This expression is a quadratic in A. Completing the square, we get
g n—d=(\N+3)72%47.

This formulation tells us that q - n — d:

— Is always strictly positive;
— Has a minimum value of 7;
— Attains its minimum at A = —3.

Therefore, | q-n — d| has a minimum value of 7 at A = —3. Since | n| is a constant value that

is not dependent on A, we can equivalently state that

lg-n—d| A+3)2+7
In| V62

has a minimum value of \/% = 0.89, and that this value is the minimal distance between C

and II.

This can be computed using the formulation in the definition of the vector product:

1 0 0-0-0-1 0
ixj=|o|x|1|=0.0-1-0]l=]0]| =k.
0 0 1-1-0-0 1

This could also be partly answered by using Proposition 5.5.3. This result tells us that the
vector i X j must be orthogonal to both i and j. By direct computation, we can find that
i-k=0and j-k =0, and so k is orthogonal to both i and j. In three dimensions, this means

that i x j must be equal to \k for some A € R. Secondly, we have

[ixj[=[i]lj[sind,

where 6 is equal to the angle between i and j. We have already shown that i and j are

orthogonal, and so § = 7. Thus, [i x j| = |i[|j| =11 = 1. Combining this with our result

above, we see that

[ix]= I Mk|= Mk = A 1= A= 1.



This tells us that A must be equal to either 1 or —1. In fact, the vector product of two
orthogonal vectors is always oriented in the direction that matches the orientation of the
standard axis arrangement in three-dimensional space (a result commonly referred to as the
'right-hand rule’, where the individual axes can be represented by the index finger, middle

finger and thumb of the right hand).

(ii) To evaluate this vector, we can use the identity v x u = —u x v (for any vectors u and v).

In this case, since we have already found that i x j = k, we have

jxi=—ixj=-k.

(iii) This is best done via direct computation:

3 1 (<1)-1—2-4 -9
—1|x|4a|l=] 2:1-3-1 [=]-1
2 1 3-4—(=1)-1 13

(iv) Since both vectors in the product are equal, it is clear that the angle between them is equal

to zero. Thus, by Proposition 5.5.3:

2
17 17 17

119 | x | 119 119 || sin(0)=0.

—53 —53 —53

The resulting vector has length 0, and so it can only be the zero vector, giving us

17 17
119 | x [ 119 [ =0.
—53 —53

5. (i) To identify three distinct points in C, we select the following three values of the parameter 0:
— At 0 =0, we have (4,1,2) € C;
— At 0 = 7, we have (19, —4,2) € C;
— At 0 =7, we have (4,—-1,-2) € C.

(Note: This is just a single example of three points in C, this exercise could be completed

with any three points in C, as long as they are all distinct.)



If we take

4 19 4
a= |1 , b=|_-4 , ©€=1]-1
2 2 -2

to be the position vectors leading to these three points, and denote the position vector leading

to any point R = (x,y, z) as r, then the Cartesian equation of the plane containing the points

is given by
r-(b—a)x(c—a))=a-((b—a)x (c—a)).
We have:
15 0 (=5)-(=4)—-0-(-2) 20
(b—a)x(c—a)=|-5|x|-2|= 0-0—15-(—4) = | 60
0 —4 15-(=2) = (=5)-0 =30

Thus, the left side of our equation reduces to r- (b —a) x (¢ —a) = 20z 4+ 60y — 30z. Similarly,
our right hand side evaluates toa-(b—a) x (c—a) =4-20+1-60+ 2-(—30) = 80. The

Cartesian equation of this plane is therefore given by

20x + 60y — 30z = 80,

or equivalently, dividing all terms by the common factor of 10,

2z 46y — 32 =8.

It is clear from the Cartesian equation derived in part (i) that the vector n = 2i 4+ 6j — 3k
is orthogonal to the plane. For any vector r = zi + yj + zk, this equation is equivalent to

r-n=d, with d=3S8.

By Proposition 5.4.1, if we take q = 0 (since the zero vector is equal to the position vector
pointing to the origin), the position vector of the point in the plane closest to the origin is

given by

_(amn—d\ o, (0n=8Y\ ~, (__0-8 \ 8
4 Inf2 - nf2 - 22162+ (—3)2) " 49"



with the corresponding distance between this point and the plane given by

lg-n—d [0-n—-8 0-8 8

0| ] ZU e

(iii) In order for a point R = (z,y, z) to lie on the plane, it would need to satisfy the Cartesian
equation derived in part (i). By the definition of the circle C, we know that all points that lie

in C are of the form (15sin6 + 4, cosf — 4sinf, 2 cosf + 2sin ), for some 6 € R.

Therefore, for any point in C, we can identify some value § € R such that the coordinates
(z,y, z) are given by

x =15sinf +4

y=cosf —4sinf

z=2cosf 4+ 2sinf .

Substituting these values into the Cartesian equation, we get

2z + 6y — 3z = 2(15s8inf + 4) 4 6(cosf — 4sinf) — 3(2cos f + 2sinb)
=30sinf + 8+ 6cosf —24sinf — 6cosf — 6sin

=8.

This demonstrates that any such point on C would have coordinates satisfying the Cartesian
equation of the plane, and would therefore lie on it. Since this can be applied to every point

of C, it shows that the circle C' is completely contained within the plane.

(iv) By part (iii), every point on the circle C' lies within the plane 2z 4+ 6y — 3z = 8. Using the
contrapositive argument, any point that does not satisfy this Cartesian equation cannot lie
on C. Substituting the coordinates of (1, —1,1) into the left hand side of this equation, we
get 2-14+6-(—1) —3-1= —7. Since this does not equal 8, we see that the point (1,—1,1)

does not lie on the plane, and is therefore not contained in C.



