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1 Uninformative prior distributions

In lecture week 6, when considering uninformative prior distributions, it was stated that unin-
formative flat prior distributions are not invariant under nonlinear monotone transformations.
For example, if the probability distribution for σ is uniform or flat on the interval [0, c] for
some c > 0, then the pdf for σ2 is not uniform. It is, in fact, proportional to
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σ2
.

The pdf for σ is

f(σ) =
1

c
, 0 ≤ σ ≤ c.

In full, if we put γ = σ2, then the pdf for γ is

g(γ) =
1

2c
√
γ
, 0 ≤ γ ≤ c2.

To check this, for some c > 0, generate a random sample for σ of size 10, 000 using the
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https://github.com/EarlGlynn/colorchart/raw/master/ColorChart.pdf
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