‘—Q_s’ Queen Mary

University of London

Maths & Stats Pre-Sessional

Introduction

Lecturer: Claudio Vallar
School of Economics and Finance




Teaching Team

L ectures

Lecturer: Claudio Vallar

Email: c.vallar@gmul.ac.uk

Office: GC317 (third floor - Graduate Centre)

Tutorials

Muhammad Ali Kazmi

Email: m.a.kazmi@gmul.ac.uk

Office: GC317 (third floor - Graduate Centre)



mailto:c.vallar@qmul.ac.uk
mailto:k.mari@qmul.ac.uk

Aims of Maths & Stats Pre-sessional Course

This course provides you with the opportunity to:

® Review key mathematical and statistical concepts and tools.

® Show examples of how these tools are used in Economics and Finance.

® Ensure a solid foundation for your study in the MSc programme.




Topics Overview

The Key Topics we will cover are:
® Topic 1: Sampling, central tendency, and other moments
® Topic 2: Probability distributions, covariances and correlations
® Topic 3: Estimation and hypothesis testing
® Topic 4: Simple functions and basics of present value

® Topic 5: Basics of derivatives and matrix algebra

More Advanced Topics
(This topic is highly recommended for those students who are taking ECOM213 and ECOM216 in semester A. All

other students are very welcome)

® Topic 6: Basics of regression analysis.




Lectures:

Tutorials:

Timetable

Day Time Activity Room

Monday 15 Sept 10.00 - 12.00 Pre-sessional Maths for Finance Lecture 1 Arts Two LT
Tuesday 16 Sept 14.00 - 16.00 Pre-sessional Maths for Finance Lecture 2 Mason LT
Wednesday 17 Sept 10.00 - 12.00 Pre-sessional Maths for Finance Lecture 3 Peston LT
Thursday 18 Sept 09.00-11.00 Pre-sessional Maths for Finance Lecture 4 Geog: Drapers LT
Friday 19 Sept 10.00 - 12.00 Pre-sessional Maths for Finance Lecture 5 Geog: Drapers LT
Monday 22 Sept 15:00 - 17:00 Pre-sessional Maths for Finance Lecture 6 Fogg LT
Thursday 24 Sept 15:00 - 16:00 .Q&A with Maths for Finance Eng 2.09

Day Time Activity Room

Monday 15 Sept 13.00 - 14.00 Pre-sessional Maths for Finance Tutorial 1 Mason LT
Tuesday 16 Sept 16:00 - 17:00 Pre-sessional Maths for Finance Tutorial 2 Peston LT
Wednesday 17 Sept 13.00 - 14.00 Pre-sessional Maths for Finance Tutorial 3 PP: Skeel LT
Thursday 18 Sept 14.00 - 15.00 Pre-sessional Maths for Finance Tutorial 4 Geog: Drapers LT
Friday 19 Sept 14.00 - 15.00 Pre-sessional Maths for Finance Tutorial 5 Geog: Drapers LT
Wednesday 24 Sept 11.00 - 12.00 Pre-sessional Maths for Finance Tutorial b Fogg LT
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Sampling, Measures of Central Tendency,
and Measures of Variability and Skewness

In this session:
®* We will review some basic statistical concepts
® Statistics is a tool for collecting, analysing, presenting, and interpreting data
® Many decisions are based on incomplete information

® Statistics can be used to enable a more informed decision

For more extensive reading, refer to Chapter 1 and 2 of Newbold, P., Carlson, W., and Thorne, B.

(2010). Statistics for Business and Economics, Pearson, 7t Edition




Statistics

e \What data is needed?

e How should the data be collected?
e How should the data be presented?
e How should the data be analysed?

e What inference can be made from the data?

4

Statistics is the science concerned with development and studying methods for collecting,

analysing, interpreting and presenting empirical data




Descriptive vs Inferential Statistics

Descriptive
Statistics

4

Use for summarising and
presenting the data.

Describe a sample

Inferential
Statistics

4

Make inference about the
population using a sample.

The use of a data sample to
make predictions, forecasts and
estimates about the population.



Key Definition

® Population: a collection of all elements of interest (N = population size)
® Sample: an observed subset of the population (n = sample size)
® Parameter: characteristics of a population

® Statistic: characteristics of a sample




Population vs Sample

Population Sample
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Values calculated using population data  Values calculated from sample
are called parameters. data are called statistics.




Random Sampling

Random sampling requires that:
e Each member of the population has the same probability of being selected

e Each member of the population is chosen strictly by chance

Two types of random sampling used are:
e Simple random sampling

e Stratified random sampling




Type of Data

e Primary versus secondary
e Numeric versus non-numeric
¢ Discrete versus continuous

e Categorical versus ordinal




Descriptive Statistics

®* Frequency Distribution and charts
®* Measures of central tendency

O Arithmetic mean

O Median

O Mode

®* Measures of variability
O Range
O Variance

O Standard Deviation




Frequency Distributions: a definition

Definition:

® Frequency distributions are visual displays that organise and present the number of

observations within a given interval so that the information can be interpreted more easily.

®* Frequency distributions can show absolute frequencies or relative frequencies, such as

proportions or percentages.

How to show a frequency distribution:

A frequency distribution of data can be shown in a table or graph. Some common methods of

showing frequency distributions include frequency tables, histograms or bar charts.



Frequency Distributions

¢ Absolute frequency

Summarize data by dividing it into classes or intervals and showing the number of observations

in each class

® Relative frequency
The proportion of observations belonging to a class

frequency of the class
total number of observations

relative frequency of a class =

®* Cumulative frequency

For each class, the total number of observations in all classes up to and including that class




Frequency Distributions

How to find the frequency distribution of a discrete variable?

1. Determine the number of intervals (k)

2. Intervals should be the same width (w)

Largest data value — smallest data value
W =

Number of intervals

3. Intervals must be inclusive and non-overlapping: each observation must belong to one

and only one interval




Frequency Distribution: an example

Example: Student grades (n=120)
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Frequency Distribution: an example

The frequency distribution in a table

Cumulative Cumulative
Absolute Relative Absolute Relative
Interval Frequency Frequency Frequency Frequency
0-9 0 0.0% 0 0.0%
10-19 2 1.7% 2 1.7%
20-29 0 0.0% 2 1.7%
30-39 13 10.8% 15 12.5%
40-49 12 10.0% 27 22.5%
50-59 23 19.2% 50 41.7%
60-69 21 17.5% 71 59.2%
70-79 29 24.2% 100 83.3%
80-89 19 15.8% 119 99.2%

90-100 1 0.8% 120 100.0%




Frequency Distribution: an example

The frequency distribution visualized in a chart (a histogram)
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Frequency Distribution: an example

More graphic representations of the frequency distribution.

Frequency polygon OGIVE (Cumulative frequency polygon)
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Numerical Measures to Describe Data

® Data distributions can be summarized by measures of central tendency and measures of

variability

Describing Data Numerically

Variability

Central
Tendency

Arithmetic Median J Mode Range Variance
Mean l l
_/ o -

Coefficient

Deviation of Variation
v . v

Standard




Measures of Central Tendency: Arithmetic Mean

® Measures of central tendency provide values around which the data is distributed.
® The arithmetic mean, also known as the “mean,” is the most common measure of central

tendency

Definitions. The arithmetic mean for a population {x{, x5, X3, ..., X5} is denoted by the

population mean, 4,

Xp+ X+ Xy o1 X,

H= N N

If the data set is from a sample, then the sample mean, X, is a statistic given by

X Xyt x, X
x j— j— ,
n n

where n = sample size.




Measures of Central Tendency: Arithmetic Mean

Example:

What is the arithmetic mean of the sample: 9, 56, 82, 14, 62, 92, 45, 28, 31, 717

9+56+82+14+62+92+45+28+31+71_49

i =
10

Commonly used but not suitable for data with outliers




Measures of Central Tendency: Arithmetic Mean

Example:

The following data is the weekly wages (in £) of a set of employees in a small workshop:

158, 138, 141, 148, 148, 146, 157, 252 (where the latter wage being that for the workshop

manager)

The mean of the wages is:

158+ 138+ 141+ 148 + 148 + 146 + 157 + 252 161
8

But the mean, 161, represents neither the workshop manager’s wage nor

the workshop members’ wages



Measures of Central Tendency: Mean

® The arithmetic mean is the most common measure of central tendency. The main problem

is that it is affected by outliers
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Measures of Central Tendency: Median and Mode

® The median measures the central value of the ranked distribution
® |f nis odd: median is the middle observation

® If nis even: median is the average of the two middle observations

® The mode measures the most frequently occurring value

® Problems: does not always exist and is not always unique




Measures of Central Tendency: an example

Example:

Calculate the mean, median, and mode for the following sample:

88, 51, 63, 85, 79, 65,79, 70, 73,77, 65,79

88+51+63+86+79+65+79+70+73+77+65+79
mean = 17 = 72.83

Order the numbers from small to large values:
51,63,65,65,70,73,77,79,79,79, 85, 88

73+77_75
5 =

median =

mode = 79




Mean (average) in Finance

® Stock Returns: Investors often calculate the mean (average) of historical returns for a particular
stock or portfolio. For example, if you have the monthly returns of a stock for the past year, you

can calculate the mean return to get an idea of its average performance during that period.

® Bond Yields: In fixed-income securities like bonds, the mean yield can help investors understand

the average income generated by the bond over its life.

® Portfolio Performance: When evaluating the performance of a diversified investment portfolio,

the mean return of the entire portfolio is calculated to assess its overall profitability.




Measures of Variability

Same mean but different variation of data:




Measures of Variability: the Range

® The simplest measure of variability is the range.

Definition. Range is defined as the numerical difference between the smallest and
largest values of the items in a set or distribution:
range = Xmax — Xmin-

® Range measures the total spread of the data.

® The greater the spread of data from the centre of the distribution, the larger the range.




Measures of Variability: the Range

Example:

What is the range of the numbers of defective products of each of two machines over 14 days?

Which machine is more reliable?

Machine 1 4,7,1,2,2,6,2,3,0,4,5,3,7,4
Machine 2 3,2,2,3,3,2,4,1,1,3,2,4,2,2

Range of Ivlachine 1: /-0 =/

Range of Machine2:4-1=3




Measures of Variability

® Variance and standard deviation measure the dispersion around the mean.

® Coefficient of variation is standard deviation normalized by the mean.

Definition. The population variance from a population with size N, 2, is

N 2 N 2
, = — )7 Xt X 2
N N '
The sample variance from a samp‘le with size n, s2, is
n =\ 2 n .2 =2
§2 — E=1(xi — X) _ Zij=1X] —NX
n—1 n-—1

The population standard deviation and the sample standard deviation are then o and s.

The population coefficient of variation is
CV = %xw()%, if u> 0.

The sample coefficient of variation is
CV = 2x100%, if ¥ > 0.




Measures of Dispersion: Variance and Standard Deviation

Example: Sample A
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Samples A and B have the same mean but different variance/standard deviation.
The standard deviation is higher for sample A meaning that there is a higher variability in

sample A

Sample A Sample B
Mean 15.50 15.50
St. Deviation 3.34 0.93




Measures of Variability - Example

Example:

Take the previous example about the machines. What is the standard deviation and coefficient of

variation for each machine over the 14 days?

Machinel 4,7,1,2,2,6,2,3,0,4,5,3,7,4
Machine2 3,2,2,3,3,2,4,1,1,3,2,4,2,2

Machine 1. The (population) mean is 3.57. The (population) standard deviation is o7 =

\/@4572—206

2.06

The coefficient of variation is CV; = i 57.7%

Machine 2. The mean is 2.43. The standard deviation is 0, = J—— 2.43% =0.90

The coefficient of variation is CV, = % = 37.2%




Measures of Variability

Chebychev’s Theorem. For any population with mean p, standard deviation g, and k > 1, the
percentage of observations that lie within the interval [u — ko, i + ko] is at least
1
100 (1 — —) ,
k2 /o
Where k is the number of standard deviations.

Example. Let the mean of exam grades be x = 72 and the standard deviation be s =
4. Then, Chebychev’s Theorem implies:

* 75% of the grades will lie in the interval [64, 80]
* 89% of the grades will lie in the interval [60,84].




Measure of Variability in Finance

® Risk Assessment: Standard Deviation is commonly used in finance as a measure of risk. In the
context of investment returns, it quantifies how much the returns fluctuate around the mean.

A high variance indicates greater volatility and risk, while a low variance suggests stability.

® Portfolio Diversification: When constructing an investment portfolio, investors aim to reduce
risk through diversification. Variance helps in assessing how the individual assets within a
portfolio interact with each other. A portfolio with assets that have low or negatively correlated

variances can result in lower overall portfolio variance and, consequently, reduced risk.

® Option Pricing: Variance is also used in the Black-Scholes option pricing model to estimate the
potential future volatility of an underlying asset, which is a critical factor in determining the

option's price.




Skewness

Skewness is concerned with how non-symmetric or “lopsided” a frequency distribution is

Symmetric

Right & Left
skewed

«




Skewness

Skewness studies the relationship between the mean and the median

Left-Skewed

Mean < Median

Symmetric

Mean = Median

Right-Skewed

Median < Mean




Kurtosis

Kurtosis measures tail heaviness and peak sharpness relative to a normal distribution's shape.

e Mesokurtic Distribution: Mesokurtic distribution resembles normal distribution with

moderate peak and tails, kurtosis near 3.

e Leptokurtic Distribution: Leptokurtic distribution has a sharp peak and heavy tails,

indicating higher chance of outliers.

e Platykurtic Distribution: Platykurtic distribution displays flat peak and light tails, showing

evenly spread data and fewer outliers.




Covariance

® Covariance describes a linear relationship between two variables. A positive value indicates an

increasing linear relationship and a negative value indicates a decreasing linear relationship.

Definitions. The population covariance, gy, is

1Ly C = ) Vi = iy)
cov(x,y) = Oyy = N ,

Where x; and y; are observed values, 1, and p,, are the population means, and N is the population
size.

The sample covariance from a sample with size n, sy, is

w1 =i —y)
cov(X,y) = Syy = —

Where x; and y; are observed values, X and y are the sample means, and n is the sample size.

!

The population correlation coefficient is p = et
xTy

SxSy

The sample correlation coefficient is r =




Covariance - Example

Example:
Take the previous example about the machines. What is the correlation between the number of

defective products from Machine 1 and the number of defective products from Machine 27?

Machine 1 4,7,1,2,2,6,2,3,0,4,5,3,7,4
Machine 2 3,2,2,3,3,2,4,1,1,3,2,4,2,2

The covariance between the two machines:
~ 2i=14(x; —3.57)(y; —2.43)

= = = —0.17
cov(x,y) = Oyy T2
The correlation between of the two machines:
—0.17
P =706%090 09

Therefore, there is a slight negative correlation between defects from Machine 1 and
defects from Machine 2.




Correlation Coefficient
The correlation coefficient is a measure of the strength of the relationship between or among variables.

® The sample correlation coefficient is calculated as::

Sxy

SxSy
where:

Syy 1S the sample covariance between Xand Y
sy is the sample standard deviation of X

Sy is the sample standard deviation of Y

® The correlation coefficientis always between-1and 1.




Correlation Coefficient

Interpretation of the correlation coefficient:

®* r=0impliesthereis no correlation

®* r>0implies a positive relationship between the two variables

®* r<0implies a negative relationship between the two variables

®* r=1implies a positive perfect linear relationship between the two variables

®* r=-1implies a negative perfect linear relationship between the two variables

®* Thecloserthe correlation coefficientis to -1 or +1, the stronger the linear relationship (negative
or positive respectively)

®* Thecloseritisto0, the weaker the linear relationship.




Correlation = -0.99

Correlation = 0.99

Correlation Coefficient

Correlation = -0.75

8%
1
'

Correlation = 0.75

.

o".‘

Correlation = -0.50

Correlation = -0.25
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