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Question 1 (5 marks). Explain what is mcant by a conjugate prior. Give an
example of a conjugate prior and the corresponding distribution for the data. Give
one advantage and one disadvantage of using a conjugate prior.

Question 2 (24 marks). (a) Show that an exponential distribution with mean

(b)
(c)

(d)

()
(g)

6~! is an exponential family.
Identify the natural parameter.

If a random sample of n exponentially distributed observations is collected
write down a minimal sufficient statistic for 4.

Six batteries are put on test for 200 hours. Four fail after 96, 130, 160 and 180
hours. The other two batterics are still working after 200 hours. Assuming the
lifetime of these batteries has an exponential distribution with mean 6! find
the likelihood function.

The prior distribution of @ is given by a gamma distribution with density

_ B Lexp(—p6)

n(f) = f>0.

I'(a) -

It is thought the lifetime of the batteries have mean 180 and the probability it
lies between 110 and 470 is approximately 0.95. Show that a prior with o = 10
and S = 1800 is appropriate.

Find the posterior distribution of # and its mean and variance.

Find the density of the predictive distribution of another independent battery
and find the probability it has a lifetime more than 200 hours.

Question 3 (17 marks). Two scientists are interested in the decay rate of a rare

isotope. They do a series of 20 independent experiments giving observations X 1, Xo

with each X; having a Poisson distribution with mean 6. They find > 2; = 30.

(a)

(b)

(c)

(d)

(e)

The first scientist has little prior knowledge about # and decides to use the
Jeffreys prior. Show that this is proportional to 8~/2 and find the posterior
distribution.

The sccond scientist has more experience and uses a prior which is Gamma(4, 2).
Find the posterior distribution for the second distribution.

Using Table 30 in the New Cambridge Statistical Tables find for the second
scientist a 95% highest posterior density interval for 6.

If the scientist didn’t have access to the Cambridge Tables an alternative way
of finding an interval estimate would be to approximate the posterior distri-
bution by a normal distribution with mean the posterior mode and variance
the reciprocal of the observed information evaluated at the posterior mode.
Find the parameters of this normal distribution and henece an approximate
95% highest posterior density interval.

Compare the intervals you have found in (¢) and (d) and comment.
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Question 4 (16 marks). In a mass production process items are made to a nomi-
nal weight of 1.0kg. All underweight items are rejocted but the remaining items may
be slightly overweight. It is believed that the excess weight. X in gramumes, has a
continuous uniform distribution on (0, #) but the value of # is unknown. The prior

density for 6 is
0 8 <0
p(8) =4 C/100 0<6<10
co 2 10<46
(a) Find the value of C

(b) We observe 10 items and their excess weights, in grammes, are as follows.

39 23 49 16 37 04 14 34 43
Assume that these arc independent observations given 6.

(i) Find the likelihood.

0.8

(ii) Find a function h(f) such that the posterior density of @ is

p(flz) = Dh(6)

where D is a constant.

(iii) Evaluate the constant D.
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Question 5 (19 marks). (a) A three stage linear model is given by

5=

1~ N(A6,Ch)
g~ J\Y(AQQQ,CQJ
s ~ NGy

yl
6 |

| D

where Ay, Az, C4, Co, Cy, p are known. Using the results for the two stage model
given below, show that the posterior distribution of 8, is N(Dd, D) where D~}
and d are to be determined. (6]

(b) Suppose six independent observations arc available with means as follows
Elp] =0\, Elyp]="0, Elys]=0s, Elys =06, - to,

Elys] =62 — 03, E[ys] =061 — 6.

The observations are assumed normally distributed with variance 2. The prior
beliefs about the @;’s arc such that E[§;] = 0, Var[6;] = 3 for i = 1,2,3 and
they are independent and normally distributed.

Write this problem as a two stage linear model and hence find the posterior

means of @1, #s and 5. (8]
Find a 95% HPD interval for 6; + 65 + 65. (5]

NOTE 1 For the two-stage lincar model

ylo, ~ N(A8,,Cy)
Qll/_i 2 N (g, Ca)

where A4, C}, Cy and t are known.

The marginal distribution of yis N(Ap,C + A1 CoAT).

The posterior distribution of 8, is N(Bb, B) where

Bl = Afcy Ay +05%
b = AfCr'y+C5lp

NOTE 2 You may usc the result

1 b

W= ol - e,
(LIL;, + le) a {(a + ‘.”?f))(l’}

fora > 0, b # —u, where I, is an n x n identity matrix and J, is an n x n

matrix of ones.
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Question 6 (19 marks). (a) It is desired to estimate the posterior means of
three parameters, 6, § and ¢. The full conditional distributions,

p(0]9, ¢,data), p(5|¢,,data), p(]f, §,data)

are known. Explain carefully how the conditional distributions can be used to
construct a Gibbs sampler to simulate a sample from the joint posterior of the
parameters. Explain how the posterior mean and median of @ can be estimatod
from this sample.

(b) How is the basic algorithm modified if the parameter § is constrained to lic in
the interval (d, ds)?

(c) The brightness (.J) of comets may be modelled by a Parcto distribution with
density
aJ?
piJla)= - I>

where .J, is the known lower limit in brightness for the sample considered and
o is a brightness index.

(i) If a sample of the brightness .J; of n comets is available the maximum
likelihood estimate of « is given by
n
:J:I Iogfe(']'i/j:ﬂ) .

If the prior distribution for « is taken as Gamma(a, b) show the posterior
distribution is Gammal(a + n, b+ (n/&)).

Et:

(ii) Three groups of comets of sizes 11, ns and ng have brightness paramcters
a1, o and ag. The prior distribution for cach o is taken as Gamma(a, b).
For physical rcasons the brightness parameters must be ordered o < ag <
3. Explain how the posterior means of the parameters can be estimated
by adapting the basic Gibbs sampling algorithm.

End of Paper—An appendix of 1 page follows.
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Bayesian Statistics — Common Distributions

Discrete Distributions

Distribution Density Range of Variates Mean Variance
Uniform %7 N=12,... % Nfgl
€r = ].,2,...,17\[
Bernoulli (1 —p)t—= 0<p<lz=0,1 P p(1 —p)
Binomial Cp (1 —p) Dgpl.n= 1,00 np np(l — p)
z=01,...n
Poisson o A>0,2=0,1,2,... A A
Geometric p(l —p)* 0<p<l,z=0,1,2,... i1 ;P) %
Negative {""";ﬁ_l)p"'(l —p)* O<p<l,r>0 Ll[}’fl '(—;EL)
Binomial 75=40,1,2.. ..

Continuous Distributions

Uniform e —o<a<bh<oo ”TH' (DI;)E
a<x<bhb
)2 ;
Normal N (1, 5?) \/2;02 exp| (;6.2“) ] —00 < < o0 s a2
cg>0, —co<z <0
Normal No(u, h) % cxp[i(g;“);] —00 < 4 < 0o i h-1
h>0, — o<z <0
Exponential Aexp(—Az) A>0,220 1 &
@ gzl 33\']’( —fx) 0 0 0 a1 4]
amma (w, 4) o) B>0 a>0 z>( 3 e
I'a+b - it ) X b
Beta (a,b) ottt 1-2) "t 4> 0,6>0,0<z <1 ren B P
: T[(m+n)/2 = o n iZ:le(:'n-l-:u,gZ)
B (/2T (n/2) (%)° m,n=12... s mm—2)2(n—4)
plm=2)/2 i o
X T /a7 x>0 forn > 2 forn >4
i kaﬂ*l exp(—%) k=1,2,...,z>0 k 2k
Parcto “4‘3_';1- a>0,8>0z>70 Ao B2a
e ' ’ ' (a—=1) (a—1)%(a-2)

End of Appendix.
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