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Question 1 [38 marks]. Consider a convolutional layer with an input feature map
of size 500× 500× 2 (i.e., with two channels). Note: you should motivate your
answers, e.g., it is not enough to use formulas that we proved in class. If you do use
them, you should briefly explain how one derives them.

(a) What is the size of the output feature map if we consider kernels of size 5× 5 for
each of the channels, as well as no padding and stride s = 2? [7]

(b) Suppose that the size of the output feature map is 500× 500× 3 (i.e., with 3
channels). What are k, s, p? Here k denotes the size of the kernel along both axes,
s is the stride, and p is the padding. [8]

(c) Suppose that we want to increase the size of the output feature map with respect
to the input, namely, we want the size of the output feature map to be o× o× 2,
with o > 500. Give a possible choice of padding, stride and kernel size that would
return such an output. [8]

(d) Why does maxpooling often perform better than average pooling? Give a brief
explanation, and illustrate your argument with an example. [8]

(e) Suppose we have an average pooling layer of size 5× 5, where the input feature
map has size 10× 10. Define a convolutional layer that gives exactly the same
output as the average pooling layer. Note: you need to provide the kernel, as well
as the values for stride and padding.

[7]

Question 2 [10 marks].
Give an example of a feedforward network with at least one hidden layer that
represents the OR function, and specify:

(a) Weights, biases and activation functions for all units (provide a brief motivation
for your answers). [6]

(b) Input and output. [2]

(c) Decision boundary (a drawing is enough). [2]
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Question 3 [22 marks]. Consider the graph of the function f : [0, 1]→ [−1, 1]:
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The function f is defined as follows:

f(x) =



0, if 0 ≤ x < 0.1

0.4, if 0.1 ≤ x ≤ 0.2

0, if 0.2 < x < 0.4

−1, if 0.4 ≤ x ≤ 0.5

0, if 0.5 < x < 0.7

0.3, if 0.7 ≤ x ≤ 0.8

0, if 0.8 < x ≤ 1

Define a feedforward neural network that represents this function (up to a small error).
You should specify:

(a) Weights, biases and activation functions for each unit. [14]

(b) Input and output. [2]

(c) A brief explanation of why the neural network given can approximate the given
function. [6]
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Question 4 [12 marks]. Explain briefly how dropout is defined, illustrating its
definition with an example, and clearly discussing what happens during training and
test phases. [12]

Question 5 [12 marks].

(a) You are given the words “cat”, “snake”, “cats”, “snakes”. Provide a word
embedding of these words into the unit square [0, 1]× [0, 1] and motivate your
choice. [6]

(b) You are given the sentence “The king sat on the sofa.” Write a one-hot encoding
of this sentence, assuming that you have a dictionary of size 8. [6]

Question 6 [6 marks].
State the No Free Lunch Theorem. Then discuss briefly one implication it has for Deep
Learning. [6]

End of Paper.
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