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## Question 1. [15 marks]

(a) Suppose that we want to graphically check if a sample is consistent with some continuous probability distribution, called the reference distribution. One way of doing this is a Q-Q plot. Explain what pair of values each plotted point represents in this type of graph. If the sample is from the reference distribution, what general pattern would we expect to see?
(b) Assume that the reference distribution is a standard normal distribution. Draw a sketch of how the Q-Q plot would appear if the sample was from a normal distribution with a mean of 10 and standard deviation 5 . Also draw a sketch of the Q-Q plot we would see if the sample was from an exponential distribution with mean 1 .

## Question 2. [18 marks]

Let $x_{1}, \ldots, x_{m}$ and $y_{1}, \ldots, y_{n}$ be two independent random samples, and suppose that all $m+n$ values are distinct.
(a) Define the Mann-Whitney statistic $U_{X}$ for these samples based on the ranks of $x_{1}, \ldots, x_{m}$.
(b) Show that if both samples are generated by the same continuous probability distribution, then

$$
\begin{equation*}
E\left(U_{X}\right)=\frac{m n}{2} \tag{12}
\end{equation*}
$$

## Question 3. [21 marks]

(a) Pain scores were obtained for three patients before and after receiving medication.

| Patient | 1 | 2 | 3 |
| :--- | :---: | :---: | :---: |
| After | 1.87 | 1.71 | 1.73 |
| Before | 2.64 | 1.84 | 2.31 |

We want to find out if the treatment has led to a decrease in the pain scores without making a normality assumption. Use an appropriate permutation test to test this hypothesis at the $10 \%$ level of significance. In your answer, calculate the full null distribution.
(b) Suppose that in part (a), we wanted to carry out the test at the $1 \%$ significance level. What is the minimum number of patients we would need in order for it to be possible for us to reject the null hypothesis?

## Question 4. [12 marks]

(a) State the general formula for a kernel density estimator (KDE) of a probability density function $f$ explaining all terms.
(b) For a given sample size, how do the bias and variance of a KDE at a single point change as the bandwidth is made smaller?

## Question 5. [34 marks]

(a) If we have a dataset of distinct values $y_{1} \ldots, y_{n}$, state briefly how we would generate a set of leave-one-out jackknife replications for some estimator $\hat{\theta}$. If $\hat{\theta}$ is the sample median and $n=100$, how many different values will the jackknife replications take? If instead $\hat{\theta}$ is the sample mean and $n=100$, how many different values will the jackknife replications take?
(b) Consider the simple linear regression model

$$
Y_{i}=\alpha+\beta x_{i}+\varepsilon_{i}, \quad i=1, \ldots, n,
$$

where $Y_{i}$ is the random variable representing the response at the value $x_{i}$ of the explanatory variable and the $\varepsilon_{i} \mathrm{~s}$ are uncorrelated random errors with zero means and equal variances $\sigma^{2}$. If the assumptions about the $\varepsilon_{i} \mathrm{~s}$ are in doubt, a bootstrap approach may be considered.

Give a step-by-step description of how the method of bootstrapping cases would be applied to a sample $\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)$ in order to estimate the standard error of the least squares estimators $\hat{\alpha}$ and $\hat{\beta}$ of the intercept $\alpha$ and the slope $\beta$.
(c) Explain how the procedure in part (b) would be modified if we instead want to bootstrap residuals.

## End of Paper.

