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Question 1 [25 marks]. Let (N1(t), t ≥ 0) and (N2(t), t ≥ 0) be two independent
Poisson processes with intensities λ1 and λ2, respectively.

(a) Calculate the covariance Cov
(
N1(t) +N2(t), N1(t)−N2(t)

)
. [5]

(b) Given that N1(2) = 9 and N2(2) = 6, find the probability that the N1-process
reaches level 10 before the N2-process does. [5]

(c) For given n1 and n2, what is the probability that there exists time t such that
N1(t) = n1 and N2(t) = n2? [5]

(d) Consider the Markov chain D(t) = N1(t)−N2(t), t ≥ 0.

(i) Find the transition rates of this Markov chain. [5]

(ii) For given positive integers a and b determine the probability that the
Markov chain reaches state b before state −a. [5]

Question 2 [25 marks]. Attacks on a data network occur according to a Poisson
process with rate λ. Every attack is eventually detected. The time between occurrence
of an attack and its detection has exponential distribution with parameter µ, and these
times for different attacks are independent.
Consider the Markov chain (X(t), t ≥ 0), where X(t) is the number of undetected
attacks at time t, and suppose that X(0) = 0.

(a) Determine EX(t). [6]

(b) Determine the transition rates of this Markov chain, and write down the first
three rows of the generator matrix. [6]

(c) Show that the distribution

πk = e−ρ ρ
k

k!
, k = 0, 1, . . . ,

with ρ := λ/µ is a stationary distribution of this Markov chain. [7]

(d) For t large, what is the approximate probability that there are three undetected
attacks at time t? Explain your answer. [6]
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Question 3 [25 marks]. The lifespan of a smartphone until it breaks down is a
random variable which has exponential distribution with parameter λ. A smartphone is
replaced with a new one as soon as it breaks down or its service age reaches value s,
whichever happens earlier. Assume that a smartphone is new at time 0, and that the
lifespans (until breaking down) of different smartphones are independent. Let W be the
time of the first replacement which occurs because of the service age of a smartphone.

(a) What is the distribution of the number of smartphones that get replaced by time
W? (Do not count 0 but count W as a replacement time.) Justify your answer. [6]

(b) Determine the cumulative distribution function of the time between two
successive replacements. [6]

(c) Find EW . [7]

(d) Find the long run replacement rate. [6]

Question 4 [25 marks]. In this question (B(t), t ≥ 0) is a standard Brownian
motion.

(a) Compute E [B2(3)−B2(1)]. [5]

(b) Determine P(B(s) > B(t)) for s > 0, t > 0, s ̸= t. [5]

(c) Show that P(B(1) > 0, B(2) > 0) > 1/4. [5]

(d) Is the process W (t) = −3B(9t) a standard Brownian motion? Explain your
answer. [5]

(e) For the process X(t) = e−tB(e2t) calculate the covariance function

c(s, t) = Cov(X(s), X(t))

for s ≥ 0, t ≥ 0.

[5]

End of Paper.
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