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Question 1 (5 marks) Write down three advantages and two disadvantages of the
Bayesian paradigm compared to classical (frequentist) statistics. [5]

Question 2 (15 marks) (a) Show that a Poisson distribution with mean θ is an
exponential family. [4]

(b) Identify the natural parameter. [1]

(c) If a random sample of n Poisson distributed observations is collected write
down a sufficient statistic for θ. [1]

(d) It is believed that the number of accidents in a new factory will follow a Poisson
distribution with mean θ per month. The prior distribution of θ is given by a
gamma distribution with density

p(θ) =
βαθα−1 exp(−βθ)

Γ(α)
θ ≥ 0.

(i) If α = 12, β = 4 and there are 27 accidents in the first eight months,
derive the posterior distribution of θ and find its mean and variance. [6]

(ii) Show the posterior mean can be written as a weighted average of the prior
mean and the sample mean. [3]

Question 3 (17 marks) A chemist wishes to learn about the melting point, θ◦C,
of a newly developed compound, under specific laboratory conditions. The melting
point can be measured using an instrument which is known to have measurement
errors which are normally distributed, with mean zero and standard deviation 0.3◦.
Errors on separate observations are independent.

(a) Before carrying out any measurements the chemist’s judgement of the most
likely value of θ is 10. She also assesses her probability that θ is below 5
to be 0.1. Assuming her beliefs can be adequately represented by a normal
distribution, obtain the parameters of her prior. With this prior what is the
chemist’s prior probability that θ < 0? [5]

(b) The chemist makes four observations with values (in ◦C) 6.1, 4.9, 5.5, 5.8.
Calculate her posterior distribution for θ based on these observations. What
is the chemist’s posterior probability that θ < 0? [7]

(c) If instead of the prior distribution obtained above the chemist had used a non-
informative uniform prior for θ, what would her posterior mean and variance
have been? Briefly compare this posterior distribution with the one you found
in (b) and comment. [5]
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Question 4 (25 marks) A production line in a factory manufactures a large num-
ber of electrical components. The proportion manufactured that are usable is given
by θ, which is unknown, the remainder are faulty.

(a) A random sample of n components is to be tested. The number of usable
components, X, can be taken to have a binomial distribution with parameters
n and θ. If X = X1 + · · ·+Xn where Xi is 1 if the ith component is usable and
0 otherwise, explain what assumptions are necessary to justify the binomial
model. [2]

(b) A manager, who has just started at the factory, has prior beliefs based on
similar production lines. He believes with probability 0.95 that the true pro-
portion of usable components lies between 93% and 98%. Explain why a Beta
distribution with parameters 250 and 12 (Be(250,12)) might be a suitable rep-
resentation of his beliefs about θ. [6]

(c) A random sample of size n = 24 is found to contain 23 usable components
and a single faulty one. Calculate the manager’s posterior distribution about θ
after this sample has been collected. If he has to make an estimate of θ under
a quadratic loss function, what would be his optimal estimate and expected
loss? [7]

(d) An alternative approach to sampling involves testing a batch of m components
together giving an observation Z defined by

Z =

{
1 if all components are usable
0 otherwise.

Explain why the likelihood function for θ based on such an observation takes
the form

p(z|θ) =

{
θm if z = 1
1− θm if z = 0,

for 0 ≤ θ ≤ 1. [4]

(e) Suppose a beta prior distribution (Be(a, b)) for θ with parameters a and b is
assumed, followed by a single observation of Z based on a batch of m com-
ponents. Calculate the posterior distribution for θ in terms of a, b and m if
z = 0. [6]
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Question 5 (13 marks) (a) A random sample of failure times t1, . . . , tn is ob-
served for n machine components. Each ti is assumed to have an exponential
distribution with mean λ−1 and the prior distribution for λ is taken as Gamma
(Ga(α, β)) with parameters α and β. Find the posterior distribution of λ. [3]

(b) Show that for the situation described in (a), the prior predictive density (or
marginal likelihood) is given by

p(t1, . . . , tn) =
βαΓ(α+ n)

Γ(α)(β + Sn)α+n

where Sn =
∑n
i=1 ti. [5]

(c) Explain how you could test the null hypothesis that λ = α/β against an alter-
native that λ has a Ga(α, β) prior. [5]

Question 6 (25 marks) (a) Consider a two-stage linear model

y|θ1 ∼ N(A1θ1, C1)
θ1 ∼ N(µ,C2)

where A1, C1, C2 and µ are known.

Show that the posterior distribution of θ1 is N(Bb,B) where

B−1 = AT1 C
−1
1 A1 + C−1

2 ,

b = AT1 C
−1
1 y + C−1

2 µ.

[5]

(b) Observations are taken from a model

yij ∼ No(αi, ξ) for i = 1, 2 and j = 1, . . . , ni.

Note that ξ is the precision. The priors for α1 and α2 are respectively No(4, 2ξ)
andNo(6, 3ξ) and they are assumed independent. The prior for ξ isGa(a/2, b/2).

(i) Find the posterior distributions of α1 and α2 given ξ, p(α1|y, ξ) and
p(α2|y, ξ). [7]

(ii) Find the posterior distribution of ξ given α1 and α2, p(ξ|y, α1, α2). [5]

(iii) Explain how samples from the unconditional posterior distributions of α1,
α2 and ξ can be simulated using Gibbs sampling. [5]

(iv) Given these samples how would you estimate the posterior median of
α1 − α2? [3]

End of Paper
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