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## Question 1

Let $V$ be a vector space over the field $K$.
(a) Explain what it means that $V$ is finitely generated.
(b) What does it mean for a set of vectors $b_{1}, b_{2}, \ldots, b_{n} \in V$ to be a basis of $V$ ? Provide two different definitions, and show their equivalence.
(c) Define the dimension of a finitely generated vector space $V$. Explain briefly, why this concept is well defined.
(d) Show that if $V$ is finitely generated, then $V$ has finite dimension.
(e) Let $V$ be finite-dimensional, and let $U \leq V$ be a subspace. Show that $U$ is finite-dimensional, and that $\operatorname{dim}_{K}(U) \leq \operatorname{dim}_{K}(V)$.
(f) Let

$$
U=\left\{a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}: a_{0}, a_{1}, a_{2}, a_{3} \in \mathbb{R}\right\}
$$

be the subset of the (real) vector space $V=\mathbb{R}[x]$ consisting of all polynomials of degree at most 3 .
(i) Show that $U$ is a subspace of $V$.
(ii) What is the dimension of $U$ ? Please justify your answer.

## Question 2

For Parts (a) and (b), let $V$ and $W$ be finitely generated vector spaces over a field $K$.
(a) (i) What does it mean to say that a map $T: V \rightarrow W$ is linear?
(ii) Show that the map $T: \mathbb{R}^{3} \rightarrow \mathbb{R}$ defined by

$$
T\left(\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]\right)=x_{1}-2 x_{2}+x_{3}
$$

is linear.
[6 marks]
(b) Let $T: V \rightarrow W$ be a linear map.
(i) Define the kernel $\operatorname{ker}(T)$, the image $\operatorname{im}(T)$, the rank $\operatorname{rk}(T)$, and the nullity $\operatorname{nul}(T)$ of $T$.
(ii) State a result relating $\operatorname{rk}(T)$ to $\operatorname{nul}(T)$.
(iii) Does there exist a linear map $T: \mathbb{R}^{5} \rightarrow \mathbb{R}^{4}$ such that $\operatorname{rk}(T)=\operatorname{nul}(T)$ ? Please justify your answer.
(c) Let $S: U \rightarrow V$ and $T: V \rightarrow W$ be linear maps, where $U, V, W$ are vector spaces over the same field $K$. Define the composition $T \circ S: U \rightarrow W$, and show that $T \circ S$ is again linear.
(d) Let $V$ be a vector space of dimension $n$ over the field $K$, and let $\operatorname{End}_{K}(V)$ be the vector space consisting of all linear maps from $V$ to $V$, with vector addition and scalar multiplication defined by

$$
\begin{aligned}
(S+T)(v) & :=S(v)+T(v), \quad(v \in V), \\
(\alpha S)(v) & :=\alpha S(v), \quad(\alpha \in K, v \in V),
\end{aligned}
$$

where $S, T \in \operatorname{End}_{K}(V)$.
(i) Exhibit an isomorphism $\operatorname{End}_{K}(V) \rightarrow M_{n}(K)$, where $M_{n}(K)$ is the $K$-vector space of $n$-dimensional square matrices over $K$ (as introduced in the course). Verify your claim by explicitly describing the inverse isomorphism.
(ii) Use Part (i) to compute the dimension of $\operatorname{End}_{K}(V)$.

## Question 3

(a) (i) Define the determinant $\operatorname{det}(A)=|A|$ of an $n \times n$ matrix $A=\left(a_{i, j}\right)_{1 \leq i, j \leq n}$ over a field $K$.
(ii) Show directly from the definition of a determinant that $\left|I_{n}\right|=1$, where $I_{n}$ denotes the $n$-dimensional identity matrix.
(b) (i) Again arguing straight from the definition, compute the determinant of the matrix

$$
B=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

(ii) State Laplace's expansion theorem for an $n \times n$ matrix, and use it to reprove the result concerning $|B|$ obtained in Part (i).
(c) Does there exist a linear map $T: \mathbb{C}^{6} \rightarrow \mathbb{C}^{3}$ such that $(\operatorname{rk}(T))^{2}=\operatorname{nul}(T)$ ? Please justify your answer.
(d) (i) Define what it means for two matrices $A, B$ to be similar.
(ii) Show that any two similar matrices have the same rank and determinant.
(iii) Are the matrices

$$
A=\left[\begin{array}{cc}
1 & 2 \\
-1 & 1
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{ll}
1 & 0 \\
3 & 2
\end{array}\right]
$$

similar? Please justify your answer.
(iv) The same question as in Part (iii) for the matrices

$$
A=\left[\begin{array}{cc}
1 & 2 \\
-1 & 1
\end{array}\right] \quad \text { and } B=\left[\begin{array}{cc}
5 & 3 \\
-6 & -3
\end{array}\right] .
$$

## Question 4

(a) (i) Let $A$ be an $n \times n$ matrix over a field $K$. Define the characteristic polynomial $c_{A}(x)$ of $A$. What is the degree of this polynomial (please justify your answer)?
(ii) Show that two similar square matrices $A$ and $B$ have the same characteristic polynomial.
(iii) Let $T: V \rightarrow V$ be a linear map on a vector space $V$. Define the characteristic polynomial $c_{T}(x)$ of $T$. Briefly explain, why this definition is unambiguous.
[10 marks]
(b) (i) State the Cayley-Hamilton Theorem.
(ii) Define the minimal polynomial $m_{A}(x)$ of a square matrix $A$, and show that $m_{A}(x)$ divides $c_{A}(x)$. What role does the Cayley-Hamilton Theorem play in this context?
(iii) Determine the minimal polynomial of the matrix $A=\left[\begin{array}{ll}1 & 1 \\ 1 & 2\end{array}\right]$.
[10 marks]
(c) (i) Define what it means for a scalar $\lambda \in K$ to be an eigenvalue of a square matrix $A$ over the field $K$.
(ii) With justification, list all those scalars $\lambda \in K$, which arise as eigenvalues of some projection $P: V \rightarrow V$, where $\operatorname{dim}_{K}(V) \geq 1$. Here, a linear map $P: V \rightarrow V$ is called a projection, if $P$ satisfies the equation $P^{2}=P$.
[5 marks]

## Question 5

(a) Let $V$ be a vector space over a field $K$.
(i) Given $V$ and a positive integer $m$, define what is meant by a linear $m$-form. When is such a form called alternating?
(ii) Show that an alternating linear $m$-form changes sign when any two arguments are interchanged.
[8 marks]
(b) In the case where $K=\mathbb{R}$, define what is meant by an inner product, and an inner product space. Give an example of such a space.
[6 marks]
(c) (i) Define what it means for a basis $b_{1}, b_{2}, \ldots, b_{n}$ of an inner product space $(V, b)$ to be orthonormal.
(ii) Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be an orthonormal basis of the inner product space $(V, b)$, and let $v \in V$ be a vector with coordinate representation

$$
v=\alpha_{1} e_{1}+\alpha_{2} e_{2}+\cdots+\alpha_{n} e_{n} .
$$

Show that

$$
\alpha_{i}=b\left(v, b_{i}\right), \quad 1 \leq i \leq n .
$$

(d) Let $V=\mathbb{R}^{2}$ be the 2-dimensional inner product space with inner product defined by

$$
b\left(\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right],\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]\right):=x_{1} y_{1}+x_{2} y_{2}
$$

Consider the basis $B=\left\{\left[\begin{array}{l}1 \\ 1\end{array}\right],\left[\begin{array}{l}1 \\ 2\end{array}\right]\right\}$ of $V$. Apply the Gram-Schmidt algorithm to transform $B$ into an orthonormal basis of $V$.

