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Question 1 [21 marks].

(a) Let {Xt} be a weakly stationary time series. The (2q+1)-point moving average of this
series is given by

Wt =
1

2q+1

q∑
j=−q

Xt− j.

Show that Wt is weakly stationary. [8]

The observed values of {Xt} are (3,4,2,B+2,C+1,7,9) for t = 1, . . . ,7, where B and C are the
second-to-last and last digits of your ID number, respectively.

(b) Given filter coefficients

a0 =
2
5
,a−1 = a1 =

2
5
,a−2 = a2 = −

1
10
,

calculate the output of the two-sided linear filter applied to {Xt} at the value t = 4. [3]

(c) Find the value of each of the following quantities for t = 5:

∇2Xt; ∇2Xt; and ∇2∇
2Xt. [6]

(d) If {Xt} is assumed to have a trend mt, calculate the estimated value of the trend m̂t at
t = 5 using exponential smoothing with smoothing parameter α = 0.6. [4]

Question 2 [17 marks]. An MA(1) process to model {Xt} is of the form

Xt = Zt + θZt−1,

where {Zt} is a white noise process WN(0,σ2). Consider the two sets of parameters
θ = 3,σ = 2 and θ = 1/3,σ = 6.

(a) Show that they have the same autocovariance function for all lag values. [4]

(b) Explain how you can choose between these processes, including what the criterion
means for relating {Xt} and {Zt}. State which set of parameters you would choose.
Calculate the autocorrelation function for this set of parameters. [6]

(c) The time series denoted by {Xt}, t = 1, . . . ,n, with n = 50+C, where C is the last digit of
your ID number, follows the model chosen in part (b). Calculate the value of

Var
(
X̄
)
,

where X̄ is the sample mean. [5]

(d) Suppose that the data in the preceding model are normally distributed, and we would
like to test whether the population mean is zero. If the data are stored in x in R, why
would the following command generally give incorrect results?

t.test(x) [2]
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Question 3 [23 marks]. Consider the AR(2) process

Xt = 0.7 Xt−1−0.1 Xt−2+Zt,

where {Zt} is a white noise process with mean 0 and variance 4.

(a) Is this model causal? Explain your answer. [4]

(b) Its autocorrelation function obeys the linear difference equation

ρ(h)−0.7ρ(h−1)+0.1ρ(h−2) = 0, h ≥ 1.

Using this equation, find the values of ρ(0) and ρ(1). [3]

(c) The general solution of the linear difference equation in (b) is of the form

ρ(h) = k1r−h
1 + k2r−h

2 , h ≥ 1,

where r1 and r2 are the roots of the characteristic polynomial from the AR(2) process
above, and k1 and k2 are constants. Find ρ(h) by computing the values for these
quantities, with initial condition k1+ k2 = 1. [8]

(d) Find the partial autocorrelation function for all lag values h ≥ 1 for this model. [3]

(e) Suppose that we have data known to follow the preceding model,
(X1, . . . ,X5) = (6,−3,−1,A,B), where A and B are the third-to-last and second-to-last
digits of your ID number, respectively. Calculate the best linear predictor forecasts for
the values of X6 and X7. [5]

Question 4 [12 marks]. For each of the following processes, describe the expected
behaviour of the autocorrelation function (ACF) and partial autocorrelation function (PACF)
plots:

(a) White noise; [3]

(b) MA(3); [3]

(c) AR(2); [3]

(d) ARMA(3,1). [3]
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Question 5 [27 marks]. The time series {Xt}, t = 1, . . . ,110, represents the annual mean
temperature at a certain location. The data are stored as mtemp in R. We want to fit an
ARIMA model to the data.

(a) Before fitting a model, the following command is run:
plot(diff(mtemp))

Explain what the purpose of this command would be, and what you would look for in
the resulting graph. [3]

(b) The following commands are then run:
model1 = arima(mtemp, order=c(2,1,1))

model1

Part of the output is:
Coefficients:

ar1 ar2 ma1

0.1951 -0.1613 -0.5505

s.e. 0.1896 0.1104 0.1802

sigmaˆ2 estimated as 0.01369

Write down the fitted model in terms of {Xt} and a white noise process {Zt}, including
the numerical values of the parameters. In order to calculate the likelihood, what
assumption is made about the distribution of each Zt? [7]

(c) Another model is fitted using this command:
model2 = arima(mtemp, order=c(2,1,0))

Suppose that the log-likelihoods for model1 and model2 are 100+10×B+5.5 and
100+10×C+7.4, respectively. Here, B and C are the second-to-last and last digits of
your ID number, respectively. Calculate the AIC and BIC for both models. Based on
these, which model is preferred? [8]

(d) The command below is run:
Box.test(model1$residuals, lag=20, type="Ljung-Box", fitdf=3)

with output as follows:
X-squared = 22.497, df = 17, p-value = 0.16635

What is the purpose of this code, and what does the output tell us? [4]

(e) If the data were collected monthly instead of annually, what change to the model
structure of part (b) would be likely to be needed. Write out the modified model
equation (with symbols, not specific numerical parameter values). [5]

End of Paper.
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