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Question 1. Consider the simple linear regression model

$$
Y_{i}=\beta_{0}+\beta_{1} x_{i}+\varepsilon_{i}, \quad \varepsilon_{i} \sim \mathcal{N}\left(0, \sigma^{2}\right), \quad i=1,2, \ldots, n .
$$

(a) List the standard assumptions about the random errors $\varepsilon_{i}$.
(b) Write down the formula for the sum of squares of errors $S\left(\beta_{0}, \beta_{1}\right)$ and explain the method for obtaining the Least Squares Estimators of the unknown parameters $\beta_{0}, \beta_{1}$. Also, derive the normal equations for $\widehat{\beta_{0}}$ and $\widehat{\beta_{1}}$.
(c) You are reminded that the Least Squares estimator for $\beta_{1}$ is given by

$$
\widehat{\beta_{1}}=\frac{S_{x Y}}{S_{x x}}
$$

(i) Write down the formulae for $S_{x Y}$ and $S_{x x}$.
(ii) Prove that $S_{x Y}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right) Y_{i}$.
(iii) Now prove that $\widehat{\beta_{1}}=\sum_{i=1}^{n} c_{i} Y_{i}$ where $c_{i}=\frac{x_{i}-\bar{x}}{S_{x x}}$.
(d) Prove that $\operatorname{Var}\left(\widehat{\beta_{1}}\right)=\frac{\sigma^{2}}{S_{x x}}$.

Hint. Use the formula for $\widehat{\beta_{1}}$ stated in (c)(iii).

Question 2. A production process is characterized by a response variable $Y$ which is believed to depend on three explanatory variables $X_{1}, X_{2}, X_{3}$. Data were collected in order to check whether a multiple linear regression model would provide a good description of the dependence of $Y$ on the explanatory variables. The set of data consists of $n=21$ measurements.
The normal probability plot, a plot of residuals, and a summary analysis of the obtained data are presented below.



The summary obtained from MINITAB.

```
Analysis of Variance
Source DF Adj SS Adj MS F-Value P-Value
Regression 3 18.9041 6.30136 59.90 0.000
    X1 1 2.9623 2.96228 28.16 0.000
    X2 1 1.3031 1.30308 12.39 0.003
    X3 1 0.0997 0.09965 0.95 0.344
Error 17 1.7883 0.10519
    Lack-of-Fit 16 1.7833 0.11146 22.29 0.165
    Pure Error 1 0.0050 0.00500
Total 20 20.6924
Model Summary
S 
Coefficients
Term Coef SE Coef T-Value P-Value VIF
Constant 3.61 8.90 0.41 0.690
X1 0.0716 0.0135 5.31 0.000 2.91
X2 0.1295 0.0368
X3 -0.152 0.156 -0.97 0.344 1.33
Regression Equation
Y = 3.61 +0.0716X1 +0.1295X2 -0.152X3
Fits and Diagnostics for Unusual Observations
Obs Y Fit Resid Std Resid
    21 1.500 2.224 -0.724 -2.64 R
R Large residual
```

(a) Give the definition of the linear model with 3 explanatory variables in terms of $Y_{i}, x_{1, i}, x_{2, i} x_{3, i}, \varepsilon_{i}$. Now, write down this model in terms of $\boldsymbol{Y}, \boldsymbol{X}, \boldsymbol{\beta}, \boldsymbol{\varepsilon}$ and explain what is $\boldsymbol{X}, \boldsymbol{\beta}$, and $\boldsymbol{\varepsilon}$.
(b) Comment on whether the standard model assumptions are approximately satisfied.
(c) Consider the following null hypothesis

$$
H_{0}: \beta_{1}=\beta_{2}=\beta_{3}=0 \text { versus } H_{1}: \text { at least one of } \beta_{1}, \beta_{2}, \beta_{3} \text { is not } 0 .
$$

Define what is $S S_{R}$ and $S S_{E}$ and state their distributions. Explain how these distributions are used for conducting the standard F-test for $H_{0}$.
(d) Do the data presented above provide evidence for rejecting $H_{0}$ ? Explain your answer.
(e) Define what is $S S_{L o F}$ and $S S_{P E}$. What can you say about the Lack of Fit for this model?
(f) In the summary analysis of the data presented above, consider the part concerning the coefficient of $X_{3}$. Do the corresponding $p$-values suggest that the explanatory variable $X_{3}$ is not important in the presence of $X_{1}$ and $X_{2}$ ?
(g) What can you say about observation 21?

Consider now a model for $Y$ with just two explanatory variables, $X_{1}$ and $X_{2}$. Moreover, in this model observation 21 has been removed. Here is an extract from the summary analysis for the new model.

| Analysis of Variance |  |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| Source | DF | Adj SS | Adj MS | F-Value | P-Value |
| Regression | 2 | 19.5205 | 9.76026 | 150.16 | 0.000 |
| X1 | 1 | 3.7232 | 3.72319 | 57.28 | 0.000 |
| $\quad$ X2 | 1 | 0.4041 | 0.40407 | 6.22 | 0.023 |
| Error | 17 | 1.1050 | 0.06500 |  |  |
| $\quad$ Lack-of-Fit | 10 | 0.4283 | 0.04283 | 0.44 | 0.882 |
| $\quad$ Pure Error | 7 | 0.6767 | 0.09667 |  |  |
| Total | 19 | 20.6255 |  |  |  |

Model Summary
$\begin{array}{rrrr}S & R-s q & R-s q(a d j) & R-s q(p r e d) \\ 0.254949 & 94.64 \% & 94.01 \% & 92.44 \%\end{array}$
Regression Equation
$Y=-5.108+0.0863 \times 1+0.0803 \times 2$
(h) What is the definition of $R^{2}$ and $R^{2}(a d j)$ ?
(i) Judging by the values of $S^{2}, R^{2}, R^{2}(a d j)$, and $R^{2}($ pred $)$, state with reason which of the two models is better.

Question 3. Consider a multiple linear regression model with $p$ unknown regression parameters $\beta_{0}, \beta_{1}, \ldots, \beta_{p-1}$ :

$$
\boldsymbol{Y}=\boldsymbol{X} \boldsymbol{\beta}+\varepsilon, \quad \varepsilon \sim N_{n}\left(\mathbf{0}, \sigma^{2} \boldsymbol{I}\right) .
$$

(a) Suppose that $\boldsymbol{X}^{T} \boldsymbol{X}$ is an invertible matrix.
(i) State the formula for the least squares estimator $\widehat{\boldsymbol{\beta}}$ of $\boldsymbol{\beta}$.
(ii) Prove that $\mathrm{E}(\widehat{\boldsymbol{\beta}})=\boldsymbol{\beta}$.
(iii) State (do not prove) the formula for $\operatorname{Var}(\widehat{\boldsymbol{\beta}})$.
(iv) State the joint distribution of $\widehat{\boldsymbol{\beta}}$.
(b) The model

$$
\mathrm{E}\left(Y_{i}\right)=\beta_{0}+\beta_{1} x_{1, i}+\beta_{2} x_{2, i}
$$

was fitted to a set of $n=15$ observations and the following least squares estimates of the parameters were obtained:

$$
\widehat{\beta}_{0}=10, \widehat{\beta}_{1}=12, \widehat{\beta}_{2}=15 \text { and } s^{2}=2 .
$$

We also obtained

$$
\left(\boldsymbol{X}^{T} \boldsymbol{X}\right)^{-1}=\left(\begin{array}{ccc}
1 & 0.25 & 0.20 \\
0.25 & 2 & -0.22 \\
0.20 & -0.22 & 0.5
\end{array}\right)
$$

(i) Estimate $\operatorname{Var}\left(\widehat{\beta}_{1}\right)$ and $\operatorname{Cov}\left(\widehat{\beta}_{0}, \widehat{\beta}_{2}\right)$.
(ii) Find the $95 \%$ confidence interval for $\beta_{1}$. State explicitly the number of degrees of freedom for the $t$-distribution which should be used in this particular case.
(iii) Suppose now that $S S_{T}=92$. Test at the $0.1 \%$ significance level (that is, $\alpha=0.001$ ) the hypothesis that $\beta_{1}=\beta_{2}=0$ against the hypothesis that at least one of these parameters is not 0 .
Hint. Recall the relation between $S S_{E}$ and $s^{2}$ and thus find $S S_{E}$ and $S S_{R}$.

