
ECOM073 Midterm test 

Wednesday, 27 March, 9:00am-10:00am (60 minutes)  

Place: PL-301 (Peter Landin teaching rooms) 

 

Midterm 2024 

Wednesday, 27 March, 9:00-10:00  am 

  

1)  Basic definitions: stationarity,  white noise,  i.i.d  and  others 

2)  Summary  statistics: mean, variance,  skewness, kurtosis, Jarque Bera test 

3)  Testing  for absence of  correlation 

4)  AR(p), MA(q)  models,   selection of   order p,  q 

5) Checking  the fit of  the  model, and  significance of parameter  estimates 

6)  AIC and  BIC  information criterions 

  

Test covers:  Lecture 2-5, Problem  Sets 2-5     

 Examples  for  preparation: 

Problem Set 2:  2.1 

Problem Set 3:  3.1,  3.2,  

Problem Set 4:  4.3, 4.5 

Problem Set 5:  5.2  

  

See solutions  of Quizzes 2-4  (QMPLUS, Week 7)  

 



Solution Quiz 3

Question 3.

The researcher computed summary statistics of the time series X using a
sample containing N = 100 observations, see the output below.

1. Test whether skewness S(X) equals 0.

2. Test whether kurtosis K(X) equals 3

3. Test whether X has normal distribution
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Solution of Question 3.

1. We test the hypothesis

H0: S(X) = 0 against alternative H1: S(X) 6= 0.

at 5% significance level.
We construct the test statistics:

t =
Ŝ(X)√

6/N
=

0.014129√
6/400

= 0.11536

Under the null hypothesis, t ∼ N(0, 1) is normally distributed.

Rule: we reject H0 at 5% significance level, if

|t| ≥ 2.

In our case |t| = 0.11536 < 2. Hence, the test shows that there no evidence
in the data to reject the null hypothesis of zero skewness S(X) = 0.

2. Next we test at 5% significance level the hypothesis:

H0: K(X)− 3 = 0 against alternative H1: K(X) 6= 3.

We use the test statistics:

t =
K̂(X)− 3√

24/N
=

2.723− 3√
24/400

= −1.1308.

By theory, under null hypothesis, t ∼ N(0, 1) is normally distributed. There-
fore the testing rule is similar as for testing skewness:

Rule: reject H0 at 5% significance level, if

|t| ≥ 2.

In our case |t| = 1.1308 < 2. Hence, the test does not rejects the null
hypothesis of zero kurtosis K(X) = 3.

3. Jargue-Bera test is used to test the hypothesis:

H0: S(X) = 0 and K(X)− 3 = 0 (”normal distribution”)
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against alternative

H1: S(X) 6= 0 or K(X)− 3 6= 0 (”distribution is not normal”).

Normal distribution has S(X) = 0 and K(X) = 3. Thus, in case of normal
distribution, test will not reject H0.

Test will reject H0 if either skewness is not 0 or if kurtosis is not 3. That
will indicate that distribution is not normal.

Since the p = 0.5247 value of Jargue-Bera test is larger than 0.05 we do not
reject the asymptotic normality at significance level 5%.

3



Solution Quiz 3

Question 1. a) Suppose that

Xt = εt + t, t = 1, 2, ...

where εt is a white noise sequence with zero mean and variance Eε2t = 1.

Investigate whether time series Xt is covariance stationary.

b) Suppose that
Xt = tεt, t = 1, 2, ...

where εt is a white noise sequence with zero mean and variance Eε2t = 1.

Investigate whether time series Xt is covariance stationary.

Solution of Question 1.

Time series Xt is a covariance stationary time series if it satisfies three prop-
erties:

– EXt = µ for all t (does not depend on t);
– V ar(Xt) = σ2 for all t (does not depend on t);
– Cov(Xt, Xt−k) = γk - covariance function depends only on the lag k

and does not depend on t.

a) We have
EXt = E[εt + t] = E[εt] + t = 0

since by assumption E[εt] = 0. We see that mean EXt changes with t.
Therefore, this time series is not covariance stationary.

b) We have
EXt = E[tεt] = tE[εt] = 0

since by assumption E[εt] = 0. Hence, mean EXt does not change with t.
Next we compute the variance:

Var(Xt) = E(Xt − EXt)
2 = EX2

t = E[(tεt)
2] = t2E[ε2t ] = t2.

since by assumption E[ε2t ] = 1. We see that the variance Var(xt) changes
with t. Therefore, this time series is not covariance stationary.
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Question 2. Explain why the following sequence

ρ1 = 0.8, ρ2 = 0.5, ρ3 = ρ1 + ρ2, ρ4 = ρ1 + ρ2 + ρ3, ...

cannot be the auto-correlation function of a covariance stationary sequence.

Solution of Question 2.

Correlation function ρk at lag k of a covariance stationary time series Xt

satisfies three properties:
– ρ0 = 1
– ρk = ρ−k for any lag k = 1, 2, 3, ...
– |ρk| ≤ 1 for any k.

We have that

ρ3 = ρ1 + ρ2 = 0.8 + 0.5 = 1.3 > 1.

Therefore ρk cannot ne correlation function of a covariance stationary time
series.
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Question 3. Using the following EVIEWS correlogram of time series Xt,
determine whether xt is a white noise time series (series of uncorrelated
random variables).
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Brief solution of question 3.

(i) (Testing for correlation using ACF.) Time series is a white noise if
it is serially uncorrelated, that is ρk = 0 for k ≥ 1. Hence, to test for white
noise, we test the hypotheses

H0 : ρk = 0 against alternative H1 : ρk 6= 0
at each lag k = 1, 2, ... at significance level 5%.

Rule: ACF ρk at lag k is significantly different from zero at 5% significance
level if |ρ̂k| > 2/

√
N , where N is the number of observations.

If |ρ̂k| ≤ 2/
√
N , then ACF at lag k is not significantly different from 0.

If time series is white noise, then we do not reject H0 for any k = 1, 2, ...

(ii) Ljung-Box test. This test can be also used to test for zero correlation.
We select m = 1, 2, ... and test the hypothesis

H0 : ρ1 = ....ρm = 0 against alternative
H1 : ρj 6= 0 for some j = 1, ...,m.

We reject the H0 at 5% significance level, if p− value satisfies p < 0.05. If
time series is white noise, then we do not reject H0 for any m = 1, 2, ...

(iii) We have 2/
√
N = 2/

√
400 = 0.1. Since |ρ1| = 0.023 < 0.1, |ρ2| =

0.032 < 0.1, ..., and so on. We find that ρk is not significant at any lag
k = 1, 2, ... at 5% significance level, because |ρk| ≤ 2/

√
N = 2/

√
400 = 0.1.

So, this time series is a white noise.
From the correlogram we see that p-values of Ljung Box test satisfy p >

0.05 for all m = 1, .... So H0 is not rejected at any m and this time series is
a white noise.
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Solution Quiz 4

Question 1.

Using the following Eviews output determine order p of AR(p) model and
order q of MA(q) model you would fit to the data.

Write down the model you would fit to the data.

Comment on how would you check the fit of your model to the data.
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Brief solution of Question 1

(i) To select the order p for AR(p) model, we use the sample PACF function.
We test the hypothesis

H0 : ρk = 0 against alternative H1 : ρk 6= 0

at lags k = 1, 2, ... at significance level 5%, where ρk is the PACF function.

PACF ρ̂k at lag k is significantly different from 0 at 5% significance level, if
|ρ̂k| > 2/

√
N , where N is the number of observations.

If |ρ̂k| ≤ 2/
√
N , then PACF at lag k is not significantly different from 0.

Rule: we select for p the largest lag k at which the PACF is significant.

This rule can be used because PACF of the AR(p) model becomes 0 for
k > p.

(ii) To select the order q of MA(q) model, we use the sample ACF function.
We test the hypothesis

H0 : ρk = 0 against alternative H1 : ρk 6= 0

at lags k = 1, 2, ... at significance level 5%, where ρk is ACF function.

Rule: ACF ρk is significant at lag k at 5% significance level, if |ρ̂k| > 2/
√
N ,

where N is the number of observations.

If |ρ̂k| ≤ 2/
√
N , then ACF at lag k is not significantly different from 0.

We select for q the largest lag k at which the ACF is significant.

(iii) We have 2/
√
N = 2/

√
625 = 0.08. The PACF is significant only at lag

1 and 3. Hence we would fit AR(3) model.
The ACF shows significant correlation at the lags 1 and 2. Hence we

would fit MA(2) model.
From the two models AR(3) and MA(2) we select a simpler model MA(2)

with smaller number of parameters which should to be fitted to the data.

(iv ) According to above, we can fit MA(2) model Yt = φ0+εt+θ1εt−1+θ2εt−2

where εt is white noise.

(v) This MA(2) model fits the data if residuals ε̂t are uncorrelated. We could
use the correlogram of residuals to test whether residuals are uncorrelated.
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Question 2.

Using AIC information criterion values obtained fitting an AR(p) model,
select the order p of an AR model you would fit to the data:

p 0 1 2 3 4 5 6
AIC 3 -2.3 -2 -1.1 0.6 1.7 1.8

Write down equation of your AR(p) model.

Solution of Question 2. Using AIC information criterion we select the
model which minimizes the AIC value. In this case the minimum value −2.3
corresponds to p = 1, so AR(1) model should be fitted to the data.

3


	Info on Midterm 2024
	solutions-Quiz 2 
	solutions-Quiz 3 
	solutions-Quiz 4 

