RANDOM VARIABLES

A random variable is discrete if the set of outcomes is either finite in
number or countably infinite. the random variable is continuous if the
set of outcomes is infinitely divisible and, hence, not countable.



A listing of the values x taken by a random variable X and their associated probabilities
is a probability distribution, f(x). For a discrete random variable,

f(x) = Prob(X = x).
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The axioms of probability require that

The probability density function (pdf), f(x), is defined so that f(x) = 0 and
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For a discrete random variable,
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For a continuous random variable,

Flx) = / ) d,



The mean, or expected value, of a random variable is

> xf(x) if x is discrete,
Elx] =9 7

EXPECTATIONS / xf(x) dx if x is continuous.
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If g(x) = a + bx for constants a and b, then
Ela + bx] = a + bE][x].

An important case is the expected value of a constant a, which is just a.




The variance of a random variable is

| D - w)” f(x) if x is discrete,
Var[x] = E[(x — p)’] =4 °

/ (x — w)*f(x) dx if x is continuous.
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O F A R A N D O M Computation of the variance is simplified by using the following important result:
VARIABLE Var[x] = E[x?] — p*

Var[a + bx] = b? Var[x],
which implies, for any constant a, that

Var[a] = 0.
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The general form of the normal distribution with mean w and standard deviation o is 1
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standard normal distribution, denoted N|0, 1].



CHI-SQUARED, t, AND F
SOME SPECIFIC DISTRIBUTIONS
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If z ~ N[0, 1], then x = z* ~ chi-squared[1]—that is, chi-squared with one degree Density Chi Squared Densities with 3 and 5 D.E.
of freedom —denoted 0.254 :
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If x; and x, are two independent chi-squared variables with degrees of freedom 0.000 - ’
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has the F distribution with n, and n, degrees of freedom.




SOME SPECIFIC
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If z is an N[0, 1] variable and x is x*[n] and is independent of z, then the ratio

<

\ x/n

has the t distribution with n degrees of freedom.

fn] =

The ¢t distribution has the same shape as the normal distribution but has thicker tails.

If t ~ t[n], then t* ~ F[1, n].
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Density

Standard Normal and t Densities with 3 and 10 D.F.
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Standardization of Normal Distribution

One of the most useful applications of the preceding result is the linear transformation
of a normally distributed variable. If x ~ N[u, o], then the distribution of
X — [
a

y:



JOINT DISTRIBUTIONS

The joint density function for two random variables X and Y denoted f(x,y) is defined
so that

> > fix,y) ifxandy are discrete,
Proba<=x=b,c=y=d) = asbxs};cs)’Sd
f 4 f . flx,y)dydx if x and y are continuous.



vy

)

B S T

MARGINAL DISTRIBUTIONS

LTS P UL A -

P
TSNSy g W, SR R
bl ot

A marginal probability density or marginal probability distribution is defined with
respect to an individual variable. To obtain the marginal distributions from the joint
density, it is necessary to sum or integrate out the other variable:

Ef (x,y) in the discrete case
filx) =49 °

| ,f(x,s) ds  in the continuous case,

and similarly for f,(y).




MARGINAL DISTRIBUTIONS

Two random variables are statistically independent if and only if their joint density
is the product of the marginal densities:

fx,y) = fi(x)f,(y) © x and y are independent.



EXPECTATIONS IN A JOINT DISTRIBUTION

The means, variances, and higher moments of the variables in a joint distribution are
defined with respect to the marginal distributions. For the mean of x in a discrete
distribution,

Elx] = ;xfx(x)
- 3o 3y

= > > xf(x, ).



EXPECTATIONS IN A JOINT DISTRIBUTION

The means of the variables in a continuous distribution are defined likewise, using
integration instead of summation:

Elx] = [xfi(x)dx
= /xfyxf(x, y) dy dx.

Variances are computed in the same manner:

Varlx] = 3 (x — Elx])? ()
= Z30 - B ),



COVARIANCE AND CORRELATION

For any function g(x, y),

r 2 28 (x, y)f(x, y) in the discrete case
E[lgt, )] =4 7

\ fx f y g(x, y)f(x,y) dy dx in the continuous case.

The covariance of x and y is a special case:

Covlx,y] = E[(x — m),(y — 1y)]
- E[xY] MMy

= Oy



COVARIANCE AND CORRELATION

If x and y are independent, then f(x, y) = f.(x)f,(y) and

oy = 2, 2L = m) — )

= z(x - Mx)fx(x)z(y — m)hH ()

- E[x o M’x]E[y o “’y]
= 0.



COVARIANCE AND CORRELATION

If x and y are independent, then f(x, y) = f.(x)f,(y) and

oy = 2, 2L = m) — )

= z(x - Mx)fx(x)z(y — m)hH ()

- E[x o M’x]E[y o “’y]
= 0.



COVARIANCE AND CORRELATION

The sign of the covariance will indicate the direction of covariation of X and Y.
Its magnitude depends on the scales of measurement, however. In view of this fact, a
preferable measure is the correlation coefficient:

O-xy

r[x,y] = Pxy — 0.0
X7y

where o, and o, are the standard deviations of x and y, respectively. The correlation
coefficient has the same sign as the covariance but is always between —1 and 1 and is
thus unaffected by any scaling of the variables.



