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TECHNOLOGY LAW, RIGHTS AND ETHICS			PROF G A WALKER

The importance of technology cannot be over-estimated in the development of industry, commerce and government over time and in the evolution of social systems and individual existence. Technology has had a massive impact on the structure and operation of ancient and modern societies. This has brought massive benefits as well as associated risks and challenges. Existing risks can be aggravated while significant new forms of technology specific exposure can arise with massively increased risks of loss transmission and contagion and with associated heightened levels of uncertainty. The speed of technological advance makes it difficult for legacy hard law and regulation to respond. This is inherently fixed and inflexible to a significant extent with revision prone to cost, dispute and delay. It is necessary to support this with the development of a new more flexible and adaptive form of response and reaction and with higher level ethical standards that can apply on a continuing, consistent and adaptive basis as innovation proceeds relentlessly. For this purpose, a new examination of Law, Ethics and Technology (LET) has to be produced to allow law to respect, parallel and support continuing technological innovation and associated social change and advance in a meaningful, progressive and constructive manner. A new ‘Legal & Ethical Framework for Technology’ (LEFT) can be constructed for this purpose. This can be set out in a single coherent and complete reformulation or ‘Consolidated Official Restatement of Rules, Ethical Conduct & Technology’ (CORRECT).         
1.	TECHNOLOGY 
Technology and social technologies are of essential importance to secure social organisation or function and to deliver social objectives. This can be considered further in terms of Complex Adaptive Systems (CASs) with the inherent interconnectedness and emergent dependence created in modern markets and societies. Connected issues arise with regard to new forms of Complex Adaptive Technologies (CATs), Complex Adaptive Risks (CARs) and Complex Adaptive Data (CAD) with the need for new Complex Adaptive Legal & Legislative (CALL) responses. This requires correspondingly sophisticated multi-layered or Multi-Agency Solutions (MASs) and multi-layered or multiple adaptive governance (MAG). This could be based on a ‘Technology Adaptive Regulation, Goals & Ethics Template’ (TARGET).
A large number of distinct types of modern technology can be identified. These can be summarised in terms of power, propulsion, production, processing, premises (building) and preservation (carbon management). A more detailed and specific new taxonomy or architecture of technology can then be constructed to pull all of this together into a complete whole based on these six physical technologies (‘Physical Use Technologies’ (PUTs), ‘Physical Advanced (Action or Adaptive) Technologies’ (PATs) or ‘Secure Physical Operational & Regulatory Technical Standards’ (SPORTS)) with two sets of digital technologies and a further series of additional global technologies. Digital technologies can be divided into ‘Access, Process and Telecommunications’ technologies (APTs), or ‘Infrastructure’ technologies (INFRAs), and ‘Application, Robotic & Cybernetic’(ARCS) or ‘Applied, Platform & Existence’ (APES) technologies. Much of this involves specific applications of data technology (DataTech or DATAs). This would include ‘Telecommunications, Energy, Computing, cloud Hubs & data Systems’ (TECHS) or ‘Telecommunications, Energy, Computing, cloud Hubs, NanoTech & biotech, Internet, Cyber security, AI, Ledgers & data Systems’ (TECHNICALS). This would also involve ‘Computing, cloud Operations, data Management Programming, Ledgers, Energy, Telecommunications & other Emergent’ systems’ (COMPLETE). Artificial intelligence models can separately be considered in terms of ‘Restricted (narrow) AI Neural (or network) Systems’ (RAINS), ‘General AI Neural Systems’ (GAINS) and ‘SuperAI Neural Technology Systems’ (SAINTS) as well as ‘AI & Machine Sentience’ (AIMS) and with separate ‘Human Interface Programme Systems’ (HIPS or neuralinks). 
A set of further global technologies can also be added to this as part of a parallel ‘Social, Market, Atmospheric (Climatic), Regulatory, Technology & Security’ (SMARTS) model. These can specifically respond to continuing global challenges and threats in the form of ‘Collective (social), Habitation (natural disasters), Atmospheric (Climatic), Regulatory, Technology & Safety’ (CHARTS) contingent events. New solutions can be considered in terms of an adaptive ‘Social, Trade, Atmospheric (Climatic), Regulatory, Technology & Safety’ (STARTS) agenda.  This may be considered to include a series of more specific ‘Regulation, Investment, Governance, Human Rights, Technology & Stability (‘RIGHTS’) or ‘Finance, Investment, Governance, Human Rights, Technology & Stability (‘FIGHTS’) entitlements. All of this would be based on a larger pure technology (TechTech), new technology (NewTech) or future technology (FutureTech) programme as well as global crisis response technology (CrisisTech or GlobalTech) initiative.
Each of the three elements of Law, Ethics and Technology (LET) can be dealt with separately and together. While law determines core rights, regulation sets out more detailed standards with ethics creating a more complete set of values that can apply on a continuous basis. It is possible to bring all of this together and construct a new legal, regulatory and ethical framework to manage all aspects of innovation and ‘Advanced New Technology’ (ANT) or ‘Modern Advanced Technology’ (MAT). This can be set out in the integrated re-expression or ‘Consolidated Official Restatement of Rules, Ethical Conduct & Technology’ (CORRECT) referred to or ‘Consolidated Adaptive Protocol & Integrated Technology & Law’ (CAPITAL) programme. All of this would still be based on the ‘Rule of Law & Ethics’ (ROLE) which would apply ‘Regulatory (or Recognised) Undertakings of Law & Ethics’ (RULEs).
Computer code has become of increasing importance over time with many legal agreements and relations to be converted into code and especially with the rise of automation and self-executing smart contracts. Code cannot, however, replace law outright with it being impossible to replace or limit access to certain essential rights including fundamental human rights and core private, public and international protections and entitlements. This may be summarised in terms of ‘Essential Legal Interests & Target Entitlements’ (ELITE). These would more specifically include ‘Fundamental Individual Rights & Entitlements’ (FIRE), private ‘Property, Restitution, Obligations, Tort, Evidence, Courts & Tribunal Settlement’ (PROTECTS), ‘Public Administrative (or judicial) Review and Legal & Legislative Entitlement for Loss’ (PARALLEL), ‘Public Order Law & International Conduct Enforcement’ (POLICE) and ‘Public International Law & Legal Application (or Allocation) Rules’ (PILLAR). Countries can also be made subject to a revised set of ‘State Obligations & Values’ (SOVs) or ‘Common Obligations for Nation States Order & Laws’ (CONSOLS) under Public International Law (PIL). With all of this, a clear and coherent restatement of relevant legal rights can be produced in each country and across countries. Code and law would then work together to protect all relevant essential entitlements with these not being removed inappropriately.   
This must then be supported by an appropriate set of ethical principles that can apply on a continuous basis to overcome the limitations of hard law including in terms of possible lack of coverage, inflexibility, disagreement and delays in revision and reform. This can operate with a series of underlying ‘Enhanced Targeted Higher Integrity Conduct Standards’ (ETHICS) or ‘Ethical Conduct Higher Official Standards’ (ECHOS). This includes both individual ‘Managed Official Regulatory & Legal Standards’ (MORALS) and collective ‘Special Official Collective & Individual Advanced Living Standards’ (SOCIALS). This could also be considered in terms of ‘Fundamental Rights, Ethics & Entitlements’ (FREE) and individual ‘Fundamental Individual Rights & Entitlements’ (FIRE) as noted with collective ‘Socially Agreed Fundamental Ethics’ (SAFE) or ‘Social Advanced Values & Ethics’ (SAVE). This can be given effect to through a more specific set of ‘Rights, Ethics & Standards Protection, Enforcement & Capture Tools’ (RESPECT). This could also be based on a particular ‘Objectives for Regulatory Assisted Conduct, Law & Ethics’ (ORACLE) or ‘Special Enhanced Regulation & Integrated Ethics Standards’ (SERIES) agenda.
These requirements could then be set out in a series of new Protocols implemented under a ‘Protocol Assisted (or Adaptive) Stability & Security’ (PASS) framework. This would create a ‘Public Regulatory Oversight Technology based Official Control & Order Law’ (PROTOCOL) regime with a series of ‘Control Adaptive Protocols’ (CAPs) or ‘Special Technology Order Protocols’ (STOPs) and ‘Future Obligations for Regulated Conduct & Ethics’ (FORCE). This would form part of the ‘Consolidated Adaptive Protocol & Integrated Technology and Law’ (CAPITAL) programme and ‘Consolidated Official Managed Programme for Law, Ethics & Technology Enforcement’ (COMPLETE) agenda referred to. The objective would be to combine law, regulation and ethical principles within a single statement or set of measures which could include other more general aspirational provisions and appropriate computer code conditions where relevant. This would ensure the ‘Conduct of Official National Technology with enhanced Regulation, Oversight & Law’ (CONTROL). This could incorporate a series of dedicated ‘Contingent Response for Immediate Safety & Integrated Security’ (CRISIS) or ‘Continuing Response for Imminent Safety, Efficiency & Stability’ (CRISES) programme measures. Various devices could be adopted for this purpose (CrisisTech) which may be extended to include responses to other forms of endogenous as well as exogenous risk (ExoTech) threats including biological, planetary, climatic, regulatory and technological exposures and military engagement under the SMARTS, CHARTS and STARTS templates noted. 
The ‘Consolidated Official Restatement of Rules & Ethical Conduct & Technology’ (CORRECT) referred to could include a series of common provisions that would apply across all technology areas. This would provide a core set of connected or interdependent definitions. The restatement could consist of certain common key ‘Conditions, for Applied Regulation & Ethics’ (CARE) provisions. These could be structured to consist of three sets of initial ‘Conditions for Advanced Standards & Ethics’ (CASE), ‘Core Application Principles & Ethics’ (CAPE) and ‘Common Objectives for Regulation & Ethics’ (CORE). A series of other more specific standards or principles could be applied in relation to access, process or infrastructure technology (APTs or INFRAs) and applied technology (ARCS or APEs) as noted. The ARCS or APEs could include a set of twelve ‘Robotics, AI Design Standards’ (RAIDS) with twelve ‘Design Integrity Principles’ (DIPS) and twelve prohibitions consisting of ‘Remote (Replicant, Restricted or Regulated) Official Behaviour Ordinance’ standards (ROBOs). Other core requirements could be adopted in other areas such as ‘Remote, Applications & Platforms’ (RAPs) or ‘Special Technology Robotics, Applications & Platforms’ (STRAPS) as well as ‘Robotic (or remote) Internet of Things Systems’ (RIOTS). This would also cover ‘Artificial Intelligence & Machine Sentience’ (AIMS) and ‘Human Interface Programme Systems’ (HIPS). The objective would be to construct a complete, consistent and coherent programme of higher standard measures that would apply in all cases and across all countries under CORRECT. 
All of this could be given effect to under a new ‘Global Investment, Finance & Trade’ (GIFT) Treaty which would supplement the existing 1944 Bretton Woods Treaty arrangements. A separate ‘Global Integrated Finance & Technology’ (GiFT2) Treaty or ‘Global Individual Freedom & Technology Standards’ (GIFTS) Treaty may also established either separately or with the GIFT Treaty. This would create a ‘General Legal Order for Behaviour & Advanced Living Standards’ (GLOBALS) and ‘Global Order of Values & Economics Regulatory Network’ (GOVERN). The GIFT Treaty could incorporate further separate parts including a ‘Global Integrity in Law & Technology’ (GILT) Treaty and a parallel ‘Global Reciprocal Economic Area Treaty’ (GREAT) framework which could create a ‘Global Electronic Market’ (GEM), ‘Digital Advanced (or adaptive) Market’ (DAM) or ‘Global Economic Trade’ (GET) international trading regime. The GIFT could also include an ‘Advanced Digital Data Society’ (ADDS) or ‘Digital Integrated Societies & Communities’ (DISCs) model with all of the other initiatives referred to above. This would protect ‘Fundamental Individual Rights & Entitlements’ (FIRE) as well as ‘Fundamental Rights, Ethics & Entitlements’ (FREE) as noted. This would incorporate ‘Global Objectives & Aspirations in Living Standards’ (GOALS) and ‘Human Advanced Values & Ethics’ (HAVE). This would set out ‘Core Objectives for the Development & Evolution’ (CODE) of humanity or ‘Global Individual Values and Ethics’ (GIVE). This would protect the ‘Formalised Understandings for Technology Use, Regulation & Ethics’ (FUTURE) as well as ‘Future Undertakings, Standards & Ethics’ (FUSE) or ‘Future Understandings for Ethics & Law’ (FUEL). The overall objective would be to secure a ‘Higher Understanding of Mankind and Nature’ (HUMAN) and to promote ‘Happiness, Opportunity, Peace & Equality’ (HOPE) within humanity.

2.	TECHNOLOGY IMPORTANCE AND SIGNIFICANCE

Technology has always been of massive importance in terms of social evolution and the structure and operation of daily life. This is generally concerned with the use of techniques, tools or processes to carry out functions.[footnoteRef:1] Technology can be defined for the purposes of this text to refer to the use of any device, tool or process to carry out a function in a more efficient or effective manner. Technology is a polymorphic, complex, combination or contestable concept with multiple meanings.[footnoteRef:2] Historically, this referred to the study of the science of craft or use of technology rather than the technologies themselves.[footnoteRef:3] Techne refers to knowledge in the form of principles or method to produce an object or secure an end.[footnoteRef:4] This may then include the simplest of early hand controlled processes and natural, stone and bronze or iron tools as well as complex modern physical and computing systems and engineering. Technology is a form of social technology.[footnoteRef:5] This can also be considered in terms of complex adaptive systems (CASs) with new forms of complex adaptive risks and exposures.[footnoteRef:6] This then requires correspondingly more sophisticated multi-layered multi-agency solutions (MASs).[footnoteRef:7] [1:  A tool is defined for the purposes of this paper as any physical or digital device used to carry out function. A machine is any physical or digital device with more than one moveable part used to carry out function.   ]  [2:  Contestable refers to a term with more than one meaning one of which includes a qualitative element.  Technology can be understood to refer to the technological process, specific technologies, efficiency, advance over time and more general social value and benefit. On contestability, Walter Bryce Gallie, 'Essentially Contestable Concepts' Proceedings of the Aristotelian Society [1956] 56 167-198. ]  [3:  See, for example, HG Liddell and R Scott, Greek-English Lexicon (Clarendon Press Oxford 1843). This is reflected in the use of the German terms Technik and Technologie. See also Eric Schatzberg, ‘Technik Comes to America: Changing Meanings of Technology before 1930’ Technology and Culture [July 2006] 47(3) 486-512.]  [4:  This was distinct from episteme which referred more generally to scientific knowledge or understanding. Techne may be used with art and Technik with technology (n 3). Dagobertd Runes, Dictionary of Philosophy (1942) available online https://www.ditext.com/runes/index.html. ]  [5:  Section 3.]  [6:  Section 4.]  [7:  Ibid.] 


Technology is generally considered in the areas of energy and power, transportation and propulsion, building and construction, manufacturing and production, land use and increasingly carbon management technologies.[footnoteRef:8] A large number of other fields and sub-fields within this can be identified.[footnoteRef:9] Many modern technologies are nevertheless digital and data based or digital and data related. Digital generally refers to the use of discreet binary electronic signalling rather than continuous analogue wave messaging although this is another complex, combination or contestable term with multiple meanings.[footnoteRef:10] Data can be understood to consist of structured, controlled or ordered facts or information.[footnoteRef:11] Information represents any statement or point of fact, opinion or law.[footnoteRef:12] Digital data represents discreet or discontinuous points of information. Advances in digital and data systems are evident in the areas of computing and information and communications technology (ICT).  [8:  These may be summarised for the purposes of this text in terms of power, propulsion, production, premises, processing and preservation. These would consist of: (1) Energy and Alternative Energy; (2) Transportation and Propulsion; (3) Manufacturing and Production; (4) Building, Construction and Land use; (5) Engineering; and (6) Carbon Capture and Management technologies. These can be referred to as ‘Physical Use Technologies’ (PUTs) or ‘Physical Advanced (or Adaptive) Technologies’ (PATs) or possibly ‘Secure Physical Operational & Regulatory Technical Standards’ (SPORTS).]  [9:  These are referred to as physical technologies for the purposes of this paper. A separate set of common ‘Rules Enforcement & Guidance Standards’ (REGS) could be applied to the use of physical technologies. Section 9(5) and (n 493).]  [10:  Digital may refer to binary counting systems, more complex computer coding, other use applications, possible digital advantage and digital impact or effect. G A Walker, ‘Information and Digital Data Law’ The International Lawyer (2020).]  [11:  Data generally consists of public or private discrete intangible non-rivalrous (fully exchangeable or reusable) and non-excludable points or records of fact (unless this is confidential or separately protected in law). This may be structured or unstructured. Structured data is made up of pre-ordered or pre-classified data entries capable of direct or immediate digital analysis or processing. This may be collected or held using digital tags or identifiers. Unstructured data generally consists of original, source or raw facts or records. This is nevertheless often still ordered or organised in terms of subject or reference class, source or means of collection. Facts are simple records of physical properties or events. Walker, ‘Information and Digital Data Law’ (n 10).         ]  [12:  Information provides meaning and content. It is anything that informs or provides content, explanation or understanding. Knowledge is understood or processed information or data. Ideas are mental representations of information, data and knowledge. Archives are time dated or permanent records or representations of information, data, knowledge or ideas. Walker, ‘Information and Digital Data Law’ (n 10). Reference can also be made to wisdom which, for the purposes of this paper, would refer to collective knowledge. For a similar examination of the key terms concerned see, for example, United Nations Conference on Trade and Development (UNCTAD), Digital Economy Report 2021 (29 September 2021) Figure I.1 p 7 and Ch 3.] 


The most recent current advances in technology can then be considered in terms of DigitalTech, or DataTech, as well as emerging new forms of pure technology (TechTech) or future technology (NewTech or FutureTech). This would include a number of exciting areas of advanced innovation and digital engineering and re-engineering. A twelve part DigitalTech or FutureTech model or architecture can then be constructed for the purposes of this paper based on six forms of access or network technology (AccessTech)[footnoteRef:13] and six forms of applied or substantive technology (AppliedTech).[footnoteRef:14] AccessTech consists of the most recent advances in alternative energy provision, modern computing technology,[footnoteRef:15] telecommunications and cyber security, data cloud storage,[footnoteRef:16] blockchain and graph technology as well as network and internet and world wide web (WWW) technology.[footnoteRef:17] Applied or substantive technologies consist of data management and big data analytics, automation and smart contracts, biotechnology (BioTech) and nanotechnology (NanoTech), applied robotics[footnoteRef:18] and cybernetics, machine reading[footnoteRef:19] and machine learning[footnoteRef:20] and artificial intelligence (AI)[footnoteRef:21] and machine sentience.[footnoteRef:22] Massive innovative strides continue to be made in each of these areas.[footnoteRef:23]  [13:  This would consist of ‘Access, Processing & Telecommunications’ (APT) technologies or ‘Infrastructure’ (INFRAs) technologies. Section.]  [14:  This would consist of ‘Application, Robotics & Cybernetics’ (ARCs) technologies or ‘Applied, Platform & Existence’ technologies (APEs). This would include ‘Robotics, AI Design Standards’ (RAIDS) and ‘Regulated (or robotic) Official Behaviour Ordinance’ standards (ROBOs). Section.   ]  [15:  A computer is defined for the purposes of this text as any data processing device. This is generally a machine used to calculate an output using input data and a programme or or algorithm including through either mechanical or electromagnetic processing. Section 7(2)(2) and 7(6).]  [16:  A cloud is defined for the purposes of this text as any external single or multiple service based data storage and processing device or system. Section 7(2)(4).]  [17:  These may be summarised in terms of power, processing, passage, programmes, protection and portals or pattern networks. This may be summarised in terms of ‘Telecommunications, Energy, Computing, Hubs (cloud provision).]  [18:  A robot is defined for the purposes of this text as any device that facilitates mechanical function on a pre-programmed or internally processed basis following instructions or other data inputs. Robotics is the study of mechanical function, control and manipulation which overlaps with cybernetics. Section 5(2)(10) and 7(7).  ]  [19:  Machine reading is defined as a form of machine translation which converts natural human language into computer processing language or code. Section 7(2)(11) and 9(7). ]  [20:  Machine learning is defined as any machine based adaptive data or neural analysis, processing or decision taking system that self-advances or improves time. This is a form of recursion which is defined to refer to independent adaptation and advance through repeated function. Machine intelligence is a specific form of artificial intelligence within a machine. Machine sentience is defined to refer to any relative state of self-awareness or self-identification including specifically robotic, artificial intelligent and autonomous intelligent systems. Section 7(2)(11) and 9(7).     ]  [21:  Artificial intelligence is defined as any separate dedicated data or neural analysis, processing and decision taking system. Autonomous intelligence is any separate dedicated data or neural analysis, processing and decision taking system that operates on an independent or distinction basis without human control or intervention.  Section 7(2)(12) and 9(8). ]  [22:  These may be summarised in terms of capture and consideration, coding and containment, contraction, control, conception and consciousness. AI would include the development of ‘Artificial Moral Agents’ (AMAs). All of this may be referred to in terms of ‘Telecommunications, Energy, Computing, cloud Hubs, Nano & bio, Internet, data, Cyber security, AI, Ledgers (blockchain) & Systems’ (TECHNICALS) or ‘Computing & cloud Operations, data Management Programming, Ledgers, Energy, Telecommunications or other Emergent’ (COMPLETE) systems.]  [23:  The American futurist, Raymond Kurzweil, highlights the importance of technology in terms of the ‘GNR Revolution’ in genetics, nanotechnology and robotics. Ray Kurzweil, ‘GNR: Three Overlapping Revolutions’ The Singularity is Near (Penguin London 2005).] 


A more complete taxonomy or architecture of technology can also be constructed from this consisting of physical[footnoteRef:24] and digital components with AcccessTech and AppliedTech. This may include some overlapping or hybrid elements.[footnoteRef:25] Any new technology taxonomy or architecture can also be extended to include other areas of global challenge or global technology (GlobalTech) at this time. These can be summarised in terms of the need to construct a new Social, Market, Atmospheric (Climatic), Regulatory, Technology & Security (SMARTS) model. This can respond to ‘Collective (social), Habitation (natural disasters), Atmospheric (Climatic), Regulatory, Technology and Safety’ (CHARTS) contingent threats with a set of corresponding ‘Social, Trade, Atmospheric (Climatic), Regulatory, Technology & Security’ (STARTS) responses.[footnoteRef:26] [24:  Above and (n 8). ]  [25:  Section 7.]  [26:  G A Walker, ‘Endogenous, Exogenous and Existential Risk – A New Global Solution’ The International Lawyer (2021).          ] 


While many commentators support, or at least, accept the importance of technology, others question its potentially damaging impacts and the uneven distribution of the benefits generated.[footnoteRef:27] Many new forms of risk and exposure may arise while technological benefit will often be tied to existing wealth patterns. Uneven wealth distribution is reflected in many aspects of modern industrial, commercial, economic, government practices and social and environmental debates. This has become increasingly more complex and difficult with overlapping areas of information and data, computer, ICT and technology theory and philosophy. This can result in significant overlap and confusion in the discussion generated which hinders effective and meaningful policy formulation. Many governments wish to create more meaningful and relevant new Digital Societies although substantial problems remain in terms of definition, scope, coverage, attainment and maintenance of these initiatives or programmes. [27:  See, for example, United Nations Conference on Trade and Development (UNCTAD), Digital Economy Report 2021 (n 12). ] 


Associated issues arise with regard to the limitations of law and regulation especially in terms of inflexibility and delay and cost of la and regulatory reform. It is also difficult in innovative new areas to delineate clear boundaries in terms of enforceable rights and duties.[footnoteRef:28] Pending further clarification, convergence and harmonisation, this may require the use of looser informal sets of standards and ethical frameworks which could be set out in, for example, statements of principle or guidelines. This is an important area of current social need and attention. It is accordingly necessary to create a new relationship between ‘Law, Ethics and Technology’ (LET) and a new regulatory balance with an appropriate ‘Legal and Ethical Framework’ for Technology (LEFT). A new control system has to be constructed that allows law and regulation to follow, reflect and support technological innovation and associated social change and evolution. One solution may be to develop a new intermediate form of control under a ‘Protocol[footnoteRef:29] Adaptive Stability & Security’ (PASS) system which would allow a new direction and new future.[footnoteRef:30] This can implement a defined series of ‘Objectives for Regulatory Assisted Conduct, Law and Ethics’ (ORACLE) and enforced ‘Conduct of Official National Technology with enhanced Regulation, Oversight and Law’ (CONTROL). This may also incorporate a ‘Digital Ethics, Law & Technology Agenda’ (DELTA). All of this can be incorporated and applied under a wider new ‘Global Finance, Investment and Trade’ (GIFT) Treaty regime or more specific ‘Global Integrated Financial Technology’ (GIFT2) Treaty.[footnoteRef:31]   [28:   Law can be considered to determine enforceable core rights and entitlements while regulation sets out more detailed standards with ethics creating a more complete set of values that can apply on a continuous basis based on more general principles. Guidance provides unenforceable explanation. Computer code can be used to implement other law, regulatory or ethical provisions using binary software.   ]  [29:  PROTOCOL can be understood in terms of Public Regulatory Oversight Technology based Official Control and Order Law regime.  ]  [30:  This is based on ‘Public Regulatory Oversight Technology based Official Control Order & Law’ (PROTOCOL). G A Walker, ‘Endogenous, Exogenous and Existential Risk’ (n 26).          ]  [31:  This may include a parallel ‘Global Reciprocal Economic Area Treaty’ (GREAT) framework. Ibid.] 


The purpose of this paper is to consider the more significant current developments of technological advance against wider social changes especially in terms of the development of new Digital Society programmes and agenda. The nature of Complex Adaptive Systems (CASs) and Multi-Agency Solutions (MASs) are referred to with other adaptive areas. Recent initiatives in the construction of new Digital Societies are referred to. The size and nature of the emergent datasphere or data biome is noted. Existing sets of technology related rights and protections are referred to. Each of the principal new areas of AccessTech and AppliedTech area considered in further detail. The nature of the emerging new digital rights framework and separate ethical agenda arising in response to these changes is reviewed. An attempt is then made to construct a new consolidated and integrated global restatement of core rights and entitlements and governing ethical standards and principles within a new technology protocol based framework. A series of final comments and conclusions are drawn.

3.	SOCIAL TECHNOLOGY AND TECHNOLOGY

All technology can be considered to constitute a form of social technology which is concerned with any tool, technique or procedure used to improve social organisation or function or the securing of social objectives. Other social technologies include, for example, language, markets and money[footnoteRef:32] as well as Financial Technology (FinTech)[footnoteRef:33] and Regulatory Technology (RegTech).[footnoteRef:34] New forms of social technology may be referred to under this paper as SocialTech which includes any device used to improve social function of social organisation. Despite the universal importance of technology, difficult issues remain in terms of explaining social and technological advance, providing a clear theoretical or philosophical base of technological study and establishing a clear relationship between Law, Ethics and Technology (LET).  [32:  G A Walker, ‘Central Bank Digital Currency’ The International Lawyer (2022) 54.3.]  [33:  G A Walker, ‘Financial Technology (FinTech) Law’ The International Lawyer (2017) Anniversary Edition 50.]  [34:  G A Walker, ‘Regulatory Technology (RegTech) ’ The International Lawyer (2020).] 


(1)	Social Technology

The history of technology can be understood in terms of the evolution of society. Adam Smith distinguished separate stages of the age of the hunters, shepherds, agriculture and commerce[footnoteRef:35] to which the age of finance can be added and possibly the age of ‘Advanced New Technology’ (ANT). Other commentators have considered this in terms of culture and energy.[footnoteRef:36] Other writers have considered this in terms of information which passes through genes, learning, logic and symbols and allowed the developed of language and writing.[footnoteRef:37] [35:  See, for example, Ronald L Meek, David D Raphael and Peter G Stein (eds), Adam Smith Lectures on Jurisprudence (OUP Oxford 1976).]  [36:  White examined evolution in terms of technological, social organisational and ideological culture. White distinguished five stages of human development with the use of energy in the form of human muscle, domesticated animals, plant energy (as part of the agricultural revolution), natural resources (coal, oil and gas) and nuclear energy. See, for example, Leslie White, The Science of Culture: A study of man and civilisation (Farrar, Straus & Giroux 1949).]  [37:  Lenski identified seven stages of society: hunters and gatherers; horticultural, agricultural or agrarian (simple and advanced); industrial, fishing, herding and maritime society. Gerhard Lenski, Power and Privilege: A Theory of Social Stratification (McGraw-Hill New York 1966). On the origins of writing, Denis Schmandt Beseratt,  ] 


The Greeks considered technology in terms of techne or mechanical processes or arts.[footnoteRef:38] Aristotle distinguished between the natural world (physis) and the non-natural world (poiesis)[footnoteRef:39] and identified five forms of knowledge including techne.[footnoteRef:40] Medieval writers in the fifth to late fifteenth century understood that mechanical arts could improve nature which precursed the Scientific Revolution beginning in the 1600s.[footnoteRef:41] Scientific study was elevated during the Scientific Revolution or Scientific Renaissance beginning with Copernicus in 1543 until the end of the 18th century.[footnoteRef:42] Natural science was separated from natural philosophy during the 1800s with technology becoming a separate phenomenon.[footnoteRef:43] The philosophy of technology was examined during the 1800s, in particular, in Germany and Scotland.[footnoteRef:44] Modern writers separate older technology imitating nature from new technology that can improve nature and social advance.[footnoteRef:45] More recent writers have generally focused either on the advantages or disadvantages of technology.[footnoteRef:46] [38:  Techne means art or craft knowledge of a carpenter or other craftsmen. R Parry, ‘Episteme and Techne’ in E Zalta (ed), Stanford Encyclopedia of Philosophy (2008).]  [39:  Aristotle, Physics (circa 350 BC ) Book II, Chapter 1.]  [40:  Aristotle explained knowledge in terms of science or scientific knowledge (episteme), art or craft knowledge (techne), prudence or practical knowledge (phronesis), intellect or intuitive apprehension (nous) and wisdom (sophia). Aristotle, Nicomachean Ethics (circa 335-322 BC) Book VI, Chapters 3-7. For comment, ‘Philosophy of Technology’ Internet Encyclopedia of Philosophy https://iep.utn.edu/technolo/ ]  [41:  The English statesman Francis Bacon (1561-1626) recognised the importance of technical works in Novum organum (1620) and promoted natural philosophy and technology together in the design of a new society and form of learning in New Atlantis (1627). Ibid.]  [42:  Nicolaus Copernicus, De revoluionibus orbium coelestium (On the Revolution of the Heavenly Spears) (Johannes Petreius Nuremberg 1543). ]  [43:  ‘Philosophy of Technology’ (n 40).]  [44:  The Scottish chemical engineer, Andrew Ure, examined the ‘philosophy of manufactures’ in 1835. C Mitcham, Thinking Through Technology: The Path Between Engineering and Philosophy (University of Chicago Press Chicago & London 1994) 20. The German philosopher, Ernst Christian Kapp examined the effects of technology on society in the first examination of the philosophy of technology. Ernst Kapp, Grundlinien einer Philosophie der Technik (Foundations of a Philosophy of Technology) (G Westermann Braunschweig 1877).]  [45:  German writers distinguished between Technologie (high technology) and Technik (mechanical processing). Ibid. Martin Heidegger questioned the nature of technology in 1962. Martin Heidegger, Die Technik und die Kehre (Neske Pfullingen 1962).]  [46:  Ibid.] 


Social technology can be explained in terms of using human, intellectual or digital processes or resources to carry out social functions. This includes using facts and laws to secure social aims[footnoteRef:47] and social organisation to secure the most effective balance or harmony.[footnoteRef:48] The invention of fire and the wheel can be considered to constitute significant social technologies as well as money, banking and most recently FinTech and RegTech as noted.[footnoteRef:49] These all constitute significant evolving social tools or technologies. It is nevertheless arguable that care has to be exercised to ensure that technology is not used to support undemocratic forms of social engineering,[footnoteRef:50] or to interfere with natural social processes[footnoteRef:51] or otherwise undermine social or human rights.[footnoteRef:52] [47:  Albion Woodbury Small, ‘The Methodology of the Social Problem. Division 1. The Sources and Uses of Material’ The American Journal of Sociology [1898] 4(1) 113-144.]  [48:  This includes in relation to the ‘health, wealth, beauty, knowledge, sociability, and rightness’ of desires. Charles Richmond Henderson, ‘The Scope of Social Technology’ The American Journal of Sociology [1901] 6(4) 465-486. This is distinct from more controlled social engineering or more specific communication tools or applications which can be referred to as social software. See, for example, Charlene Li and Josh Bernoff, Groundswell – winning in a world transformed by social technologies (Harvard Business Press Mass, US 2008).]  [49:  GA Walker, ‘Financial Technology’ The International Lawyer (2017); and GA Walker, ‘Regulatory Technology (RegTech)’ (n 34).]  [50:  (n 48) 12.]  [51:  Technogenic processes must be used to promote freedom and choice rather than for collective or ethnic abuse. A Lektorsky Vladislav, ‘Social Technologies and Man’ Russian Studies in Philosophy (2013) 52, 70-81.]  [52:  Knopff refers to the paradox of individualism with animism and behaviourism and the need to balance human rights and social technology. Rainer Knopff, Human rights & social technology: the new war on discrimination (Carleton University Press Ottawa 1989.] 


(2)	Theories of Technology 

The relationship between technology and societies has specifically been considered in further detail under Science and Technology Studies (STS) or Science, Technology and Society (also STS). These are concerned with the examination of science and technology on society, politics and culture and the impact of society on scientific study and technology. This considers  the  sociology of technology and the social construction of society (SCOT)[footnoteRef:53] with a ‘turn to technology’.[footnoteRef:54] Specific fields include technoscience, which examines the relationship between science and technology and scientific method, the speed of innovation and alternative rather than conventional modernity which challenges technological determinism.[footnoteRef:55] This also considers such issues as the tragedy of the commons where common resources are damaged by mismanaged individual use.[footnoteRef:56]  [53:  Technological or social constructivism maintains that human action determines technology rather technology determining human action under Technological determinism. Trevor j pinch and Wiebe E Bijker, ‘The social construction of facts  and artefacts: or how the sociology of science and the sociology of technology might benefit each other’ Social Studies of Science (August 1984)  14 (3) 399-441. See also Donald A  MacKenzie and Judy Wajcam (eds), The social shaping of technology (Buckingham OU 2ed 1985).]  [54:  Steve Woolgar, ‘The turn to technology in social studies of science’ Science, Technology & Human Values (1991) 16(1) 20-50. ]  [55:  Alternative modernities can be identified outside the limits of linear modernisation theory which traces social evolution from earlier less developed to pee-modern and modern conditions. Andrew Feenberg, alternative modernity: The Technical Turn  in Philosophy and  Social Theory (University of California Press California 1995.)  ]  [56:  Garrett Hardin, ‘The tragedy of the commons’ American Association for the advancement of science (2015).] 


Different theories can be developed to explain technology and the relationship between technology and society. Positive approaches, including technicism,[footnoteRef:57] and more critical, or sceptical, approaches can be identified.[footnoteRef:58] Other approaches include simple linear theories of technology innovation[footnoteRef:59] or technological determinism which explains social advance in terms of technological progress.[footnoteRef:60] Other sets of social,[footnoteRef:61] critical[footnoteRef:62] and group[footnoteRef:63] theories can be identified as well as other different philosophical approaches  [57:  Technicism refers to the use of technology to improve social processes and systems or more specifically to overcome all challenges using technology. See, for example, ‘Philosophical and Ethical Problems or Technicism and Genetic Engineering’ Society for Philosophy and Technology ( ) 3. This may include technological optimism or utopianism extropianism was based on extropy which uses scientific methodology and technology to develop values and standards to improve the human condition. Max More, ‘Principles of Extropy: An evolving framework of values and standards for continuously improving the human condition’ (Extropy Institute 2003) Version 3.11. Transhumanism refers to the use of technology to improve human capacity and the human condition. Nick Bostrom, ‘A history of transhumanist thought’ Journal of Evolution and Technology (April 2005) 14 (1). A ‘Transhumanist Declaration’ was published in March 2009 consisting of eight statements of principles. This is essentially based on the advance of humanity, unrealised potential, the need to avoid misuse of technology, reduce existential risk, adopt a responsible and inclusive moral vision, support all sentient advance and provide choice. Reproduced in Bostrom Appendix.]  [58:  Technological advance is criticised by inter alia Neo-Luddites, Anarcho-Primitivists and Bioconservatists. Neo-Luddism follow the earlier English Luddites that attacked textile mechanism between 1811 and 1816. Steve E Jones, Against technology: from the Luddites to Neo-Luddism (CRC Press 2006). Anarcho-Primitivism promotes de-industrialisation and demechanisation in favour of simpler self sufficient existence. See, for example, Henry David Thoreau, Walden: Life in the Woods (Ticknor & Fields Boston 1854). Sandel opposes the ethics of enhancement and aspiration to perfect. Bioconservatism oppose genetic engineering and modification with genome editing. Michael J Sandel, ‘The Case Against Perfection’ The Atlantic (1 April 2004); and Sandel, The Case Against Perfection (Harvard University Press Cambridge Mass 2009). Cass attacks the attitude of mastery and warns against unnatural means and dubious ends. Leon Cass, ‘Ageless Bodies, Happy Souls Biotechnology and the Pursuit of Perfection’ The New Atlantis (Spring 2003) 18-28. On the relationship between transhumanism and bioconservatism Bostrom (n 57).]  [59:  Linear models explain innovation in terms of research, development and effusion. Benoit Godin, ‘The Linear Model of Innovation: the Hhistorical Cconstruction of an Aanalytical Fframework’ science, technology & human values (2006) 31 (6) 639-667.]  [60:  On more traditional modernisation theory, Max Weber, The Protestant ethic and the spirit of capitalism( Schreiber New York 1988). Different forms of determinism can be identified. Bruce Bimber,, ‘Karl  Marx and the Three Phases of Ttechnological Determinism’  Social studies of science (1990) 20 (2) 333-351.]  [61:  Social theories include social construction of technology (SCOT), actor-network theory (ANT),  structuration, systems and activity theory.]  [62:  See, for example, Andrew Feenberg, ‘Critical Theory of Technology: An Overview’ Tailoring Biotechnologies (Winter 2005) Vol 1(1) pp: 47-6.]  [63:  Ibid.] 


Social theories include social construction of technology (SCOT) as noted, with human action determining technology, human and non-human actor-network theory, structuration theory (with structure emerging from systems use), systems theory (including historical development and impact factors) and activity theory (which examines the system and its operations as a whole.[footnoteRef:64] Critical theories examine the origin and evolution of technology including relevant political and moral choices.[footnoteRef:65] Group theories include social presence theory (or social connection and interaction), media richness theory (using information to remove ambiguity and uncertainty), media naturalness theory (replicating face-to-face communication), social identity model of deindividuation effects (SIDE) (explanation for loss of individual connection and communication systems) and time, interaction and performance theory (with groups based on production, support and wellbeing).[footnoteRef:66] [64:  See, for example, D MacKensie and J Wajcman, The Social Shaping of Technology (Open University Press Milton Keynes 1975).]  [65:  See, for example, Andrew Feenberg, Critical Theory of Technology (OUP Oxford 1991); reissued Andrew Feenberg, Transforming Technology: A Critical Theory Revisited (OUP Oxford 2002).]  [66:  See, for example, JE McGrath, ‘Time, interaction, and performance (TIP): A theory of groups’ Small Group Research (1991) 22(2) 147-174.] 


The purpose of all of this is to attempt to understand the reciprocal and interactive or interdependent relationship between social systems and technology and their mutual influence and dependence. This moves beyond the adoption of a simple deterministic approach to reflect the importance and value of the impact and mutually reinforcing processes and effects that arise. Technology can generally be considered to evolve with and not separately from people and society.  

(3)	Philosophy of Technology

The philosophy of technology is generally concerned with the meaning, use and application of technology and its relationship with society and social progress. There is no agreed meaning and scope of the philosophy of technology.[footnoteRef:67] The term philosophy of technology is of recent origin outside Germany.[footnoteRef:68] The examination of the philosophy of technology began with Kapp’s 1877 book on Foundations of a Philosophy of Technology and the use of artifacts to overcome human limitations.[footnoteRef:69] Technology effectively acted as imitation and improvements to human processes and organs.[footnoteRef:70] Different approaches have emerged more recently[footnoteRef:71] and different patterns or models.[footnoteRef:72] A distinction can also be drawn between the humanities philosophy of technology, which considers technology as part of larger philosophical studies, and the engineering philosophy of technology which considers technology in its own terms.[footnoteRef:73] The philosophy of technology may then be examined in terms of the nature of technology as a human creation and social consequence or the underlying engineering, design and manufacturing processes concerned.[footnoteRef:74] [67:  This covers a number of different approaches, field and applications. ‘Philosophy of technology’ Internet Encyclopedia of Philosophy (n 40).]  [68:  This was referred to as Technikphilosophie or Philosophie der Tecknik. Mitcham (n 44) 33.]  [69:  See also P Brey, ‘Theories of technology as extension of human faculties’ in C Mitcham (ed), Metaphysics, Epistemology, and Technology in Research in Philosophy and Technology (JAI Amsterdam) Vol 19, 59-78. ]  [70:  ‘Philosophy of technology’ Internet Encyclopedia of Philosophy (n 40).]  [71:  Wartofsky distinguishes four types of approaches: (a) holistic which examines technology as a wider social phenomena; (b) particularistic which examines specific issues; (c) developmental which studies technological change over time; and (d) socio critical which considers technology as a social and cultural creation. Marx W Wartofsky, ‘Philosophy of technology’ in PD Asquith and HE Kyburg (eds), Current Research in Philosophy of Science (Philosophy of Science Association East Lansing 1979) 171-184.]  [72:  Bohme identifies four patterns of paradigms: (a) ontological (which examines the nature of artifacts); (b) anthropological (product of human action); (c) historical philosophical (technological invention over time); and (d) epistemological (technology as knowledge). Gernot Bohme, Invasive Technologie (Die Graue Kusterdingen) cited in ‘Philosophy of Technology’ Internet Encyclopedia of Philosophy (n 40).]  [73:  Mitcham (n 44) 17.]  [74:  ‘Philosophy of Technology’ Internet Encyclopedia of Philosophy (n 40). The analytic philosophy of technology may also be considered in terms of the philosophy of engineering. ‘Philosophy of Technology’ Stanford Encyclopedia of Philosophy (n 38) Sections 1.3 and 2. https://plato.stanford.edu/entries/technology/#basiambim eantech. Humanities philosophy can also be understood in terms of instrumentality which examines human control over living conditions and environment. Analytic or engineering philosophy is concerned with productivity which considers manufacturing and production. It has not yet been possible to reconcile these to core dimensions. ‘Philosophy of Technology’ Stanford Encyclopedia of Philosophy (n 38) Section 1.3.] 


(4) 	Technology and Ethics 

The study of the ethics of technology is also of recent origin.[footnoteRef:75] A neutrality approach has generally been adopted historically with loss or damage being considered dependent on use and abuse of technology rather than the technology itself. This has been challenged more recently[footnoteRef:76] with different approaches being developed depending upon whether technology is considered in terms of being a political, social, cultural, professional or cognitive activity.[footnoteRef:77] Ethical studies have also generally moved from determinism to choice and to focus on specific technologies rather than technology as a whole.[footnoteRef:78]A number of other more specific issues nevertheless arise.[footnoteRef:79] While a general taxonomy of technology is constructed for the purposes of this paper[footnoteRef:80] core sets of ethical principles are proposed in terms of data or digital ethics (DATs), access or infrastructure ethics, application or substantive ethics, AI and machine sentience (AIMS), interface program systems (HIPS) and digital robotics, applications and programs (RAPS).[footnoteRef:81] Separate guidance can be provided in each of the core technology areas identified which includes more specific support in sub-fields. Many of the same issues and concerns nevertheless arise which can be simplified and consolidated while all of this still operates within a single system of legal actions and remedies.[footnoteRef:82] [75:  ‘Philosophy of Technology’ Stanford Encyclopedia of Philosophy (n 38) Section 3.]  [76:  This includes by Heidegger, Ellul and the Frankfurt School. Ibid.]  [77:  Ibid.]  [78:  Ibid.]  [79:  These may, for example, include access rights, accountability, digital rights, environment, existential risk, freedom, health and safety, human enhancement, human judgement, over-automation, permanent records, precautionary principle, privacy, security, self-modifying technology, self-replicating technology, technology predictability, technology proliferation, technology transparency and the effects of terms of service. John Spacey, ‘20 Types of Technology Ethics’ (11 December 2016) Simplicable https://simplicable.com/new/ technology-ethics. ]  [80:  Section 7.]  [81:  Section 9.]  [82:  Walker, ‘Digital Property Law – New Classification and New Reconciliation’ The International Lawyer (2022) Section 7(11).] 


(5)	Law, Ethics and Technology (LET) and
Legal and Ethical Framework for Technology (LEFT)

A new legal, regulatory and ethical code can be applied in practice with one of the principal purposes of this paper bring to construct a  new Legal and Ethical Framework for Technology (LEFT) model to give effect to these Law, Ethics and Technology (LET) measures. This could partly be achieved through legal revision although this can be a slow and inflexible process. This generally requires legislative amendment which can be costly and time is consuming. Law reform through judicial decision taking and precedent can be even slower and less certain and dependent on the accident of judicial instruction.[footnoteRef:83] Other regulatory processes may be less formal although still cumbersome and operationally constrained. Ethical statements in the form of codes or statements or objectives or standards are of use although these may still be of limited value to the extent that they are only aspirational and not subject to any form of adoption, oversight or sanction mechanism.  [83:  G A Walker, Initial Coin Offerings (ICOs) - Technology and the Rule of Law’ (Spring 2020) ROLACC.] 


A new intermediate or composite ‘protocol’ model may then be developed to assist confirm expectations, clarify substance and support adoption and implementation in practice. Protocols could be summarised in terms of ‘Public Regulatory Oversight Technology based Official Control & Order Law’ (PROTOCOL) and implemented under a ‘Protocol[footnoteRef:84] Adaptive Stability and Security’ (PASS) framework.[footnoteRef:85] This could consist of a series of different types of protocols with different purposes and effects. These may include fully enforceable requirements, objectives or principles statements, process or procedural measures, guidance only or more technical computer code specification measures. These may be summarised in terms of POPs, CAPs, TIPS, PIPS and COPs.[footnoteRef:86] These could then be implemented in practice through a Protocol Assisted Safety and Security (PASS) regime. All of this could be given effect to  at the international level an overarching Global Investment, Finance and Trade (GIFT) treaty or more specific Global Integrated Finance and Technology (GIFT2) treaty.[footnoteRef:87] This would supplement rather than replace the earlier Bretton Woods international treaty system agreed in Mount Washington, Conneticut, USS  in July 1944.[footnoteRef:88] [84:  PROTOCOL can be understood in terms of ‘Public Regulatory Oversight Technology based Official Control & Order Law’ regime.  ]  [85:  (n 29).]  [86:  These may include: (a) Public Order Protocols (POPs); (b) Guidance and Assistance Protocols (GAPs); (c) Target and Intention protocols (TIPs); (d) Process and Instruction Protocols (PIPS); and (e) Code Operational Protocols (COPs).]  [87:  Walker, ‘Endogenous, Exogenous and Existential Risk’ The International Lawyer (n 26).         ]  [88:  G A Walker, International Banking Regulation – Law, Policy and Practice (Kluwer Law London) Ch 1.] 


4.	COMPLEX ADAPTIVE SYSTEMS AND TECHNOLOGIES (CATS)

People, communities and societies can be considered in terms of complex systems. Systems theory was originally developed by the Austrian biologist Karl Ludwig van Bertalanffy[footnoteRef:89]. Social systems can specifically be examined in terms of  complex adaptive systems (CAS) which can be extended to apply to financial markets and to new technology and technology markets. Other forms of complex adaptive technologies, risk, data and rules and regulations can also be discussed within a new ‘Complex Adaptive Legal & Legislative’ (CALL) regime or ‘Complex Adaptive Legal & Legislative, Ethics & Regulatory’ (CALLER) framework.     [89:  Karl Ludwig von Bertalanffy, General System Theory: Foundations, Development, Applications (George Braziller 1968).] 

	
(1)	Complex Adaptive Systems (CASs)

Systems theory refers to the study of systems as an integrated whole made up of the relations between the parts of the system with this representing more than the sum of the parts alone. Systems theory was examined by the Austrian biologist, Karl Ludwig von Bertalanffy, in the 1920s and 1930s with this being drawn together in Bertalanffy’s General System Theory in 1968.[footnoteRef:90] Systems relationships and organisation had earlier been examined by the Russian philosopher Bogdanov in Tektology (Tectology) ten years earlier.[footnoteRef:91] Systems are defined in terms of boundaries and adapt to secure specific goals or equifinality (with may different routes being possible to secure an end). A complex adaptive system (CAS) is a dynamic system that displays uncertain and unpredictable causal mutations and chains.[footnoteRef:92] It is emergent with parts and the system as a whole being adaptive. These can be based on multi-agent systems (MASs) with additional adaptive and emergent properties. Examples include social systems, communities, cities and urban environments and organisations, governments, societies and climatic environments.[footnoteRef:93] [90:  Ibid.]  [91:  Alexander Bogdanov, Tektology: Universal Organisation Science (1912-1917 reproduced 1922) 3 volumes. This was released in English by George Gorelik, Essays in Tektology: The General Science of Organization (Intersystems Publications Seaside CA 1980).]  [92:  CASs are based on complexity, adaptation, interaction (including through reciprocity and feedback loops), emergence and homeostasis (equilibrium or resilience). GA Walker, ‘Endogenous, Exogenous and Existential Risk – New Global Solutions’ (n 26) Section 3(1).]  [93:  Ibid.] 

 
(2)	Complex Adaptive Technologies (CATs)

Technology can be considered in simple, single and linear or more complex connected terms. Many forms of modern technology can be described and classified as operating in the form of a series of ‘complex adaptive technologies’ (CATs). One iterative change can create further improvements and advances which have further successive or consequential results. The effect of this is to generate complex and reinforcing chains of innovation and advance and new forms of highly original connected and interdependent engineering and re-engineering. Innovation may impact specific applications and fields and sub-fields as well as assist in unrelated areas with the larger body of technological knowledge and advance being extended at all times.
 
(3)	Complex Adaptive Risks (CARs)    

Technology has always been important historically in terms of social change and evolution. Modern technology has nevertheless had an increasingly significant impact on markets and society especially through the scope, breadth, depth, speed and continuity of technological innovation. This has occurred both in the areas of physical and digital technology. 

This can result in massive benefit and advantage especially in terms of government and industrial function and enhanced household and individual daily operations. This may nevertheless necessarily aggravate existing forms of financial risk, generate new exposures and increase the possibility of instability through the heightened levels of loss transmission and contagion created. More traditional forms of financial risk can be considered in terms of financial, operational, legal, conduct and other external forms of exposure including systems or systemic risk. [footnoteRef:94] Specific new forms of exposure may can arise with information and digital information, data and digital data, knowledge, ideas and archive risk as well as new technology risk more specifically. [footnoteRef:95] [94:  G A Walker, ‘Information and Data Law – A New Global Solution’ The International Lawyer (2020), Section. ]  [95:  Ibid.] 


The relative advantages and disadvantages of technology can be considered in terms of a core advantage disadvantage template that can be constructed.[footnoteRef:96] This develops a basic analytical framework considering relative benefit and exposure from a series of different perspectives including technology, business, user and stakeholder interest, markets, regulation and control, infrastructure, central banking and government policy and overall financial stability.[footnoteRef:97] The objective is not essentially to weigh advantages against disadvantages but to identify particular sources of possible exposure to be managed to ensure that all of the overall benefits that may be available are realised with consequent minimum limited exposures and costs created.  [96:  G A Walker, ‘Financial Technology (FinTech) Law – A New Beginning and a New Future’ The International Lawyer (2017) Sections 8 and 9.]  [97:  This template can be extended to include 12 points under each perspective which creates a 96 point advantage and 96 point disadvantage analysis.          ] 


(4)	Complex Adaptive Data (CAD)

Total data volume and complexity will necessarily increase over time. The world produced around 1 Zettabyte of data in 2010 and 16 Zettabytes by 2016 with this being expected to rise to 160 and then 175 Zettabytes by 2025.[footnoteRef:98] Data is defined for the purposes of this text to refer to any form of structured or ordered points of facts or information collected or held in accordance with specific parameters or constraints.[footnoteRef:99] Data reflects underlying complex processes which may be adaptive in their own terms. Data and big data[footnoteRef:100] analysis is then dependent on model selection the examination of which may create its own emergent effects. Data collection may also be adaptive to the extent that parameters may be varied over time in a dynamic manner including in terms of the nature, source, detail and volume of the data accumulated. This will become more complex with the inclusion of artificial intelligence (AI) control systems which will introduce further uncertain and unpredictable effects. [98:  1 Zettabyte is 1 with 21 zeros. Only 1% of data was analysed in 2016 with only between 14-15% being stored. It was separately estimated that would not be sufficient electricity to run all of the computers systems by 2040. The internet has doubled in size every year since 2012. It is estimated that there are 305 trillion pages of text online which would take 11 trillion years to download.
https://www.storagenewsletter.com/2017/04/05/total-ww-data-to-reach-163-zettabytes-by-2015-idc/digitising-the-physical-world; Jerri Collins, ‘How Big Is The Web? How Many Websites Are There? (30 March 2019) Livewire https://www.livewire.com/how-big-is-the-web-4065573]  [99:  GA Walker, ‘Digital Information Law – Meaning, Challenge and Future’ The International Lawyer (2020).]  [100:  Section 7(2)(13).] 


(5)	Complex Adaptive Law & Legislation (CALL)

The establishment of an appropriate control framework would generally require ensuring that law remains sufficiently flexible and responsive to contain all emerging risks and exposures. This would require a form of ‘Complex Adaptive Law & Legislation’ (CALL) or ‘Complex Adaptive Law & Legislation, Ethics & Regulation’ (CALLER). This is nevertheless difficult due to the inherent delays that arise in developing law through court judicial decisions or other separate statutory and legislative amendment. Law and legislation are necessarily often more slow and reactive rather than other forms of regulatory control. As an alternative less efficient and flexible law and regulation, it may be possible to develop new forms of ‘Complex Adaptive Regulation & Ethics’ (CARE). This would be able to change and adjust as technological conditions and associated interests and needs evolved. This would be based on more general statements of objective and principle with outline standards and targets or aspirations rather than operate through fixed and inflexible rules and direction.  

These new standards and provisions could be set out in a series of new structured protocols (or ‘Complex Adaptive Protocols’ (CAPS)) which would apply to specific set of measures in particular circumstances. Different types of protocols could be issued.[footnoteRef:101] These may come for example, include enforceable measures, more general objectives of principles, and specific processes and procedures, wider guidance or more detailed computer code specifications.[footnoteRef:102] These would operate as a form of intermediate condition between hard law and regulation and more general ethical standards and aspirations. This would still mix directly enforceable measures as well as key targets which could be incorporated into other assessments such as by government or professional agencies. This would create a new framework of high level standards that would operate on a more flexible and responsive manner as innovation and conditions evolved and developed.  [101:  (n 83). ]  [102:  Ibid.] 


5.	DIGITAL ECONOMIES AND DIGITAL SOCIETIES

A large body of proposals has been produced to establish a new digital economy or digital societies. These have been developed within the UK, EU, US and elsewhere. The objective is to attempt to secure all of the relevant advantages and benefits that may arise but in a controlled and managed manner. These nevertheless tend to lack any clear or coherent structure or content at this time. They tend to be constructed on a selective and fragmented basis with no clear underlying policy or structural base.  One of the purposes of this paper and  connected papers[footnoteRef:103] is to create a new theoretical basis for the examination of finance and technology from a clear legal, regulatory and ethical perspective. [103:  Walker (nn). ] 


(1)	Digital Economy and Society

The Digital Economy refers to that part of a country’s economy based on digital computing and communications technologies.[footnoteRef:104] The UK House of Commons has defined the digital economy in terms of the digital access of goods and services and the use of digital technology to help businesses.[footnoteRef:105] The Digital Society refers to the adoption of digital technologies in the wider areas of social and community activity, personal and cultural identity and exchange and governance. The Digital Economy and Digital Society overlap and create the wider framework or ecosystem within which we live. [104:  Dutton and Imlah define the Digital Economy as an economy based on digital technologies. Bill Dutton and Bill Imlah, ‘The Concept of a ‘Digital Economy’’ Oxford Digital Economy Collaboration Group (2 September 2013) available http://www.odec.org.uk/2013/09/02/the-concept-of-a-digital-economy. ]  [105:  House of Commons, Business, Innovation and Skills Committee, The Digital Economy (Second Report of Session 2016–17) HC 87, para 1. ] 


The global population using online digital devices was 3.2 billion people in 2016 with 2 billion social media users and 53% mobile internet penetration.[footnoteRef:106] The Digital Economy was estimated to be worth almost $3 trillion in 2016 and consisted of five major sectors with devices and interfaces (36.63%), e-commerce (33.66%), search engines (16.83%), social media (11.88%) and content (0.99%).[footnoteRef:107] $170 billion was spent on digital advertising.[footnoteRef:108] The Digital Economy has grown to $2.9 trillion within 20 years following the creation of the Internet[footnoteRef:109] with this being dominated by nine countries which produce 90% of all earnings.[footnoteRef:110] [106:  Kosha Gada, ‘The Digital Economy In 5 Minutes’ Forbes Magazine (16 June 2016).]  [107:  Ibid.]  [108:  Ibid.]  [109:  This represents 30% of the S&P 500, six times the US annual trade deficit and more than the GDP of the UK. Ibid.]  [110:  These consist of Apple, Google, Facebook and Amazon (‘the four horsemen’) with Microsoft and the Chinese Alibaba (market capitalisation $196 billion), Tencent ($194 billion), Baidu ($58 billion) and Huawei (annual revenue $61 billion). Huawei filed 3898 patents in 2016 which was more than any other company in the world. Jethro Mullen, ‘Meet China’s tech behemoths’ CNNTech (17 May 2016). ] 


The World Economy Forum (WEF) Digital Transformation Initiative (DTI) in 2017 assessed with Accenture the effects of technological development in terms of business and wider societal benefits.[footnoteRef:111] It was estimated that digitalisation could release $100 trillion in value over the next decade.[footnoteRef:112] The United Nations Conference on Trade and Development (UNCTAD) has produced annual reports on digital data flows between countries.[footnoteRef:113] UNCTAD has confirmed that the US and China dominate data markets.[footnoteRef:114] The virtual and borderless nature of the internet can be considered to be creating a form of global Digital Economy. [111:  The purpose of the initiative is to examine opportunities and themes arising from developments in the digitalisation of business and society which also supports the WEF’s work on the Fourth Industrial Revolution. Several specific technologies are identified with artificial intelligence (AI), autonomous vehicles, big data analytics and cloud, custom manufacturing and 3D printing, the Internet of Things (IoT) and connected devices, robots and drones and social media and platforms. New outcome based business models are specifically being developed in the automotive, banking, education, healthcare, homes and retail. Three specific impacts are referred to in terms of employment, sustainability and trust. The initiative develops a ‘Value at Stake (VAS framework) and Digital Value to Society (DVS) metric. WEF and Accenture, Digital Transformation Initiative – Executive Summary (January 2017) available http://reports.weforum.org/digital-transformation/wp-content/blogs.dir/94/mp/files/pages/files/170328-dti-executive-summary-slideshare.pdf. For other documents on the DTI, http://www.reports.weforum.org/digital-transformation/. ]  [112:  Ibid.]  [113:  UNCTAD, Digital Economy Report 2021 (n 8). See also UN Secretary-General’s High-level Panel on Digital Cooperation, The Age of Digital Interdependence (United Nations, 2019).]  [114:   p 2. ] 


The beginning of the 21st century represents a new era of opportunity for technological development and advance. The fundamental change within this new era has been the relevant importance of information and data in determining the structure and operation of the new world. Man and society have always had to communicate and record and transmit ideas although digital information has emerged as a new powerful social and financial asset that is now managed and transferred through massively more efficient electronic means than ever before. Many other aspects of business and social intercourse have also had to be revised to reflect this new reality. Earlier manufacturing and trade functions continue although these now operate within a much more integrated and interconnected and interdependent digital information infrastructure. We have effectively created three worlds with a financial global economy world, a digital or data online economy and an underlying mercantile economy based on traditional goods and services.      

(2)	Information, Data and Knowledge Economy and Society 

Reference is also made to the Information, Data and Knowledge Economy or Society without clear division. The Information Society can be understood to refer to a system of social organisation in which information becomes a key political, economic and cultural determinant. Attention shifts from the production of goods and services to the collection, analysis and management of information. This would include a parallel Data Society depending upon how inclusive the terms information or data are defined.[footnoteRef:115] The Knowledge Society would refer to the use and application of information or data for social benefit. Information and data would become tools or resources to generate new social value or wealth. [115:  (nn 8 and 9).] 


The Organisation for Economic Co-operation and Development (OECD) has examined the separate economic and social dimensions of the Information Society.[footnoteRef:116] The OECD has explained the Information and
communications technology (ICT) sector as ‘a combination of manufacturing and service
industries that capture, transmit and display data and information electronically’. [116:  OECD, Guide to Measuring the Information Society (2011); OECD, Measuring the Digital Economy (8 December 2014). On Measuring the Information Economy, http://www.oecd.org/sti/ieconomy/ measuringtheinformationeconomy.htm. See also OECD, Information Technology Outlook (replaced by Internet Economy Outlook from 2012).] 


A World Summit on the Information Society (WSIS) was held in Geneva in 2003 with a Declaration of Principles and Plan of Action being adopted with a second phase being agreed in Tunis in November 2005. The United Nations General Assembly endorsed the holding of the WSIS in December 2001 to examine the nature of the new information society and relevant opportunities and challenges.[footnoteRef:117] This was supported by the UN International Telecommunication Union (ITU) in Geneva[footnoteRef:118] as well as by UNESCO, UNCTAD and UNDP.  [117:  United Nations General Assembly Resolution 56/83 (21 December 2001). The WSIS would be held in two phases between 10-12 December 2003 in Geneva and 16-18 in December 2005 in Tunis. See also International Telecommunications Union (ITU), WSIS, ' Basic information: about WSIS' (17 January 2006). ]  [118:  The ITU is a specialised UN agency set up to develop and promote information and communication technologies. The ITU was originally set up in Paris in 1865 under the International Telegraph Convention and was converted into a UN specialised agency in 1947. The ITU refers to a fundamental right to communicate. https://www.itu.int/en/about/Pages/default.aspx  ] 


The Austro-American economist, Fritz Machlup, referred to the information society in examining patent application effects in the 1930s.[footnoteRef:119] Machlup later referred in 1962 to the Knowledge Industry.[footnoteRef:120] This is connected with the idea of the Knowledge Economy which is concerned with the use and application of information and data studies and assessments to realise specific individual, industrial, scientific, social or scientific policies or purposes. The Knowledge Economy was examined by the Austrian American management consultant, Peter Drucker, in The Age of Discontinuity.[footnoteRef:121] Drucker examines the changing nature of the economy, politics and society as a result of four major discontinuities in the areas of knowledge technologies, world economic change, organisations and the knowledge society. [119:  Fritz Machlup, The Production and Distribution of Knowledge in the United States (Princeton University, Princeton 1962).]  [120:  Five industries were indentified based on education, research and development, mass media, information technologies and information services.]  [121:  Peter Drucker, The Aged of Discontinuity (Harper & Row New York 1969). See also Drucker, The Future of Industrial Man (John Day New York 1942); Drucker, The Practice of Management (1954). ] 


Reference can also be made to a Risk Society which is concerned with the new focus on risks and exposures that arise in modern communities and the need to manage these over time.[footnoteRef:122] Immediate online communication and closer social contact has led to the development of a 'Sharing' or 'Caring Society'[footnoteRef:123] with people motivated to undertake increased levels of social and community contribution and support. This overlaps with the idea of a ‘Sharing Economy’ based on peer-to-peer exchange and e-commerce. We have also arguably most recently into a new 'Popular Society' (or number of separate Popular Societies) as well as new universal social media driven 'Protest Societies'. [122:   Anthony Giddens and Christopher Piarson, Making Sense of Modernity: Conversations with Anthony Giddens (1998) 209. ]  [123:  Pope Francis outlined his criticism of a consumer society and need for a caring society in Pope Francis, Laudato Si – On Care for Our Common Home (18 July 2015). See also, Robert M Whaples (ed), Paul Francis and the Caring Society (Independent Institute 2017) For comment, Dwight Longenecker, ‘Pope Francis and the Caring Society’ (17 February 2018).   ] 


Any attempt to establish new Digital Economies in the new century may be most effectively considered in terms of combing basic digital technology within a wider Information, Data and Knowledge Society framework with the most valuable elements of the Sharing and Caring Economy. This would realise all of the separate advantages and benefits generated by each model or regime. This could then create a form of ‘New Economic & Technology Society’ (NETS) or ‘Data Information Smart & Caring Society’ (DISCS). This would then require a comprehensive programme of law reform to ensure that all aspects of these separate social initiatives were fully delivered. The rest of this paper outlines the work undertaken to date in certain key economies and then develops an outline consolidated digital and technology programme to manage all of the aspects of technology related reform and control.            

(3)	UK Digital Strategy

The UK government published an outline UK Digital Strategy in March 2017.[footnoteRef:124] This formed part of the government’s Plan for Britain which was to construct a stronger, fairer country that works for everyone and not just the privileged few.[footnoteRef:125] This would create the conditions and framework for investment in up-to-date infrastructure and connectivity. This would be based on seven specific initiatives including connectivity, digital skills and inclusion, digital sectors, wider economy, cyberspace, digital government and data.[footnoteRef:126] Other initiatives included establishing a Digital Skills Partnership (DSP)[footnoteRef:127] to bring together public, private and charity sector organisations to develop digital capability and National Data Strategy (NDS) to develop a world leading data economy based on trust, skill and data access.[footnoteRef:128] [124:  Department for Digital, Culture, Media & Sport, UK Digital Strategy (1 March 2017) https://www.gov.uk/ government/publications/uk-digital-strategy. ]  [125:  ‘Our Plan for Britain’ in UK Digital Strategy Executive Summary. ]  [126:  UK Digital Strategy (n 124) Sections 1-7.]  [127:  Department of Digital, Culture, Media & Sport, Digital Skills Partnership (19 October 2018) https://www. gov.uk/guidance/digital-skills-partnership ]  [128:  Department for Digital, Culture, Media & Sport, National Data Strategy (5 May 2021) https://www.gov.uk/ guidance/national-data-strategy. ] 


The UK was to launch a new Digital Strategy in autumn 2020 with the release delayed. A GOV.UK Roadmap for the 2020-2021 financial year was released in February 2021.[footnoteRef:129] Ten Tech Priorities were released in March 2021 to form the basis for the UK Digital Strategy.[footnoteRef:130] [129:  Government Digital Service, ‘We’ve got a new public GOV.UK roadmap’ (1 February 2021). Twenty five delivery teams were set up with the approach being based on: (a) always being available, accessible and accurate; (b) supporting the government’s priorities of the day; (c) connecting insights across GOV.UK to enable joined-up service delivery; (d) providing a personalised and proactive service; and (e) being channel agnostic including through the use of structured information and interactive formats. Government Digital Service, ‘What’s next for GOV.UK in 2021 to 2022’ (29 March 2021) https://gds.blog.gov.uk/2021/03/29/ what’s-next-for-gov-uk-in-2021-to-2022/. ]  [130:  (a) Rolling out world class digital infrastructure nationwide; (b) unlocking the power of data; (c) building a tech-savvy nation; (d) keeping the UK safe and secure online; (e) fuelling a new era of startups and scaleups; (f) unleashing the transformational power of tech and AI; (g) championing free and fair digital trade; (h) leading the global conservation on tech; (i) levelling up digital prosperity across the UK; and (j) using digital innovation to reach net zero. ‘Our ten Tech Priorities’ https://dcms.shorthandstories.com/our-ten-tech-priorities/index.html. ] 


The government announced that they would establish a new Central Digital and Data Office (CDDO) on 12 January 2021 to act as a new strategic centre for digital, data and technology.[footnoteRef:131] Further senior appointments as Digital, Data and Technology (DDaT) leaders were also announced.[footnoteRef:132] The CDDO operates as part of the Cabinet Office but headquartered in Whitechapel, East London and with staff being moved from the GDS to the CDDO.[footnoteRef:133]] [131:  ]  [132:  Paul Willmott, Chief Digital Advisor for LEGO Brands Group, would be the Chair of the new CDDO. Joanna Davinson was appointed Executive Director CDDO. Tom Read was appointed the new Chief Executive Officer (CEO) of the Government Digital Service (GDS). Cabinet office, ‘Government strengthens digital leadership’ (12 January 2021). ]  [133:  The CDDO became responsible for managing all digital, data and technology strategy and standards throughout government including the fourteen rules of Service Standard against which services were measured as well as open standards and the government’s Technology Code of Practice (TCP). This would also include the DDaT function and capability development work. The CDDO would lead the cross-government development of DDaT including strategy, standards and assurance mechanisms with the GDS focusing on developing digital products, platforms and services across government. The CDDO and GDS would operate from the same building. Joanna Davinson and Tom Read, ‘The next steps for Digital, Data and Technology in government’ (6 April 2021) https://gds.blog.gov.uk/2021/04/06/the-next-steps-for-digital-data-and-technology-in-government/. ] 


(4)	EU Digital Single Market

The EU Digital Single Market (DSM) forms part of the European Commission’s ten political priorities and was adopted on 6 May 2015. This consists of three policy pillars of improving access to digital goods and services, creating an environment in which digital networks and services can prosper and promoting digital systems as a driver for growth in developing a European Digital Economy.[footnoteRef:134] The DSM would be built on the three pillars of better access by consumers and businesses to digital goods and services across Europe, an environment creating the conditions and a level playing field for digital networks and innovative services with the maximum growth potential for the digital economy and society.[footnoteRef:135] The Commission published its Digital Single Market Strategy (DSMS) for Europe in May 2015.[footnoteRef:136] All modern innovative economic systems had increasingly become based on Information and Communications Technology (ICT) which would be supported by the EU DSM.  [134:  EU, ‘Digital economy & society in the EU’ (2018 edition) Chapter 4 https://ec.europa.eu/eurostat/cache/ infographs/ict/index.html. ]  [135:  European Commission, ‘Shaping the Digital Single Market’ https://ec.europa.eu/digital-single-market/ en/shapping-digital-single-market-. ]  [136:  European Commission, A Digital Single Market Strategy for Europe (6 May 2015) Brussels COM(2015) 192 final.] 


The DSM would ensure the free movement of goods, persons, services and capital and allow individuals and business to carry out online activities in a seamless manner with fair competition and a high degree of consumer and personal data protection. Removing physical barriers could contribute €415 billion to European GDP.[footnoteRef:137] Access would be based on effective cross-border e-commerce rules, affordable high quality cross-border parcel delivery, the prevention of unjustified geo-blocking (denial of website access), improve digital content and reduce VAT burdens and obstacles.[footnoteRef:138] Market conditions would be improved through making the telecommunications rules fit for purpose, developing a media framework for the 21st century, adopted a fit for purpose regulatory environment for platforms and intermediaries and reinforcing trust and security in digital services.[footnoteRef:139] Growth would be promoted by building a data economy (including through the use of big data, cloud services and the internet of things (IoT)), boosting competitiveness through interoperability and standardisation and creating an inclusive e-society based in interlinked and multilingual e-services from e-government, e-justice, e-health, e-energy and e‑transport.[footnoteRef:140] This would be secured through investing in the DSM, promoting international relations and developing an effective governance framework.[footnoteRef:141] [137:  European Commission, A Digital Single Market for Europe – Analysis and Evidence SWD(2015) 100.]  [138:  European Commission, A Digital Single Market for Europe (n 137) Section 2.]  [139:  Section 3.]  [140:  Section 4.]  [141:  Section 6.] 


The European Commission brought forward two specific initiatives with the Digital Services Act (DSA) and Digital Markets Act (DMA) in December 2020.[footnoteRef:142] The objective is to create a safer digital space in which fundamental rights of users of digital services can be protected and to establish a level playing field to promote innovation, growth and competitiveness within the DSM and globally.[footnoteRef:143] Digital services refer to online services including websites to internet infrastructure services and online platforms with the DSA focusing on online intermediaries and platforms with the DMA managing gatekeeper platforms.  [142:  European Commission, Proposal for a Regulation of the European Parliament and of the Council on a Single Market for Digital Services (Digital Services Act) and amending Directive 2000/31/EC (The e-Commerce Directive) Brussels (15.12.2020) COM(2020) 825 final; and European Commission, Proposal for a Regulation of the European Parliament and of the Council on contestable and fair markets in the digital sector (Digital Markets Act) Brussels (15.12.2020) COM(2020) 842 final.]  [143:  European Commission, ‘The Digital Services Act package’ https://digital-strategy.ec.europa.eu/en/policies/ digital-services-act-package. ] 


The DSA will apply to intermediary services, hosting services, online platforms and very large online platforms (contacting over 10% of the 450 million EU consumers). A range of obligations are included.[footnoteRef:144] [footnoteRef:145] A number of advantages are predicted for citizens,[footnoteRef:146] digital services providers,[footnoteRef:147] business users[footnoteRef:148] and society more generally.[footnoteRef:149] The DMA applies to large systemic online platforms or gatekeepers with a strong economic and intermediation position and an entrenched or durable position on the market. A number of obligations[footnoteRef:150] are imposed with further prohibitions.[footnoteRef:151] Fines may be imposed up to ten percent of total worldwide annual turnover with periodic penalties of five percent on average daily turnover. The objective is to promote fair access and competition and prevent abuse. [144:  (a) Transparency reporting; (b) terms of service to take account of fundamental rights; (c) cooperation with national authorities following orders; (d) points of contact and legal representation; (e) notice of action and obligation to provide information to users; (f) maintenance of complaint and redress mechanisms and out of court dispute settlement provision; (g) trusted ‘flaggers’; (h) prohibitions on a abusive notices and counter-notices; (i) vetting credentials of third party suppliers (KYBC); (j) user-facing transparency of online advertising; (k) reporting criminal offences; (l) risk management obligations and appointment of a compliance officer; (m) external risk auditing and public accountability; (n) transparency of recommender systems and user choice for access to information; (o) data sharing with authorities and researchers; (p) issuance of codes of conducting; and (q) crisis response cooperation.]  [145:  European Commission, ‘What are the key goals of the Digital Services Act?’ https://ec.europa.eu/info/ strategy/priorities-2019-2024/europe-fit-digital-age/digital-services-act-ensuring-safe-and-accountable-online-environment_en. ]  [146:  More choice, lower prices, less exposure to illegal content and better protection of fundamental rights. Ibid.]  [147:  Legal certainty, harmonisation of rules and easier to start-up and scaleup within Europe. Ibid.]  [148:  Increased choice, lower prices, access to EU wide markets through platforms and establishment of a level playing field against providers of illegal content. Ibid.]  [149:  Increased democratic control and oversight over systemic platforms and mitigation of systemic risks including manipulation and disinformation. Ibid.]  [150:  (a) Allow third parties to inter-operate with the gatekeeper’s services in identified circumstances; (b) allow business users to access data generated on the platform; (c) provide advertising companies with tools and information to allow advertisers and publishers to carry out independent verification of the advertisement; and (d) allow business users to promote the offer and conclusion of contracts outside the gatekeeper’s platform. European Commission, ‘The Digital Markets Act: ensuring fair and open digital markets’ https://ec.europa.eu/ info/strategy/priorities-2019-2020/europa-thick-digital-age/digital-markets-act-insuring-fair-open-digital-markets_en. ]  [151:  (a) Treat services and products offered by the gatekeeper more favourably than those provided by third parties; (b) prevent consumers from linking up to businesses outside the platform; and (c) prevent users from uninstalling any pre-installed software or applications. Ibid.] 


(5)	US Digital Agenda

The US Department of State launched an initial Digital Government Strategy (DGS) in May 2012.[footnoteRef:152] The objective is to construct a digital government that deliveries better digital services to the American people. This includes an Open Data Policy and Open Data Plan.[footnoteRef:153] This manages data as an asset and makes it available, discoverable and useable to strengthen democracy and promote efficiency and effectiveness in government. This includes a number of open data principles based on publicity, accessibility, description, reusability, completeness, timeliness and manage post-release.[footnoteRef:154] A Federal Information Technology Acquisition Reform Act (FITARA) was adopted in March 2013 to reform the purchase and management of computer technology.[footnoteRef:155] This was brought forward by the Obama Administration with its Digital Government initiative.[footnoteRef:156]  [152:  Department of State, ‘Digital Government Strategy’ https://www.state.gov/digital-government-strategy/. ]  [153:  https://project-open-data.cio.gov. ]  [154:  Relevant measures include Executive Order 13571 (Streamlining Service Delivery and Improving Customer Services), Executive Order 13576 (Delivering an Efficient, Effect, and Accountable Government), President’s Memorandum on Transparency and Open Government, OMB Memorandum M-10-06 (Open Government Directive), National Strategy for Trusted Identities in Cyberspace (NSTIC) and the Twenty Five Point Implementation Plan to Reform Federal Information Technology Management (IT Reform). The Office of the President of the US, Digital Government.]  [155:  Department of the Treasury, Federal Information Technology Acquisition Reform Act (FITARA) common baseline implementation plan (updated 18 March 2016). ]  [156:  This was based on three layers of information, platform and presentation with four principles adopting an information-centric, shared platform, customer-centric and security and privacy approach. Office of the President of the United States, Digital Government https://obamawhitehouse.archives.gov/sites/default/files/ onb/egov/digital-government/digital-government.html. ] 


Initiatives have generally focused on improving government functions and the delivery of digital services. Commentators have recommended the development of wider policies to safeguard and promote digital innovation within the US. This includes the adoption of a new doctrine of “digital realpolitik” to constrain digital adversaries in cooperation with other countries.[footnoteRef:157] The US has to articulate and promote a coherent and strategic response. The Clinton and second Bush administrations attempted to lead by example and persuasion with the Obama Administration promoting a global open Internet. The Trump Administration adopted a new policy of realpolitik although was more protectionist and isolationist. A new doctrine of digital realpolitik had to be adopted promoting alliances to avoid dominance and manipulation and specifically a fracturing of infrastructure with a “splinternet”.[footnoteRef:158] A series of possible scenarios can be identified with four preferred scenarios outlined.[footnoteRef:159] A number of principles can be identified to support a new cooperative policy agenda.[footnoteRef:160]  [157:  For comment, Robert D Atkinson, ‘A U.S. Grand Strategy for the Global Digital Economy’ (19 January 2021) Information Technology & Innovation Foundation https://www.itif.org/publications/2021/01/19/us-grand-strategy-global-digital-economy. ]  [158:  Ibid.]  [159:  (a) The US, EU and non-aligned nations isolate, punish and defend against IT and digital ‘scofflaws’ and other abuse; (b) the US forms an Anglo-American alliance to resist innovation mercantilism by other countries; (c) the US, EU and non-aligned countries cooperate against other abuse of interests; and (d) the US approach prevails in developing markets. Ibid. ]  [160:  (a) Support IT and digital innovation with a rejection of ‘techlash’ policy; (b) embrace IT and digital ‘national developmentalism’ using smart, active policies to support IT innovation and adoption with more countries being included; (c) limit IT and digital ascendency in other countries especially where this is based on innovation mercantilism; (d) combat IT and digital protectionism; (e) promote IT and digital free trade especially with supportive nations; (f) resist authoritarian influences in the IT and digital economy and support key US interests; (g) defend the private sector’s role in IT and digital governance; (h) defend the principle that ‘big is not bad’ and often superior; (i) defend ‘light touch’ regulation; (j) defend the most open internet; and (k) support and advance a strong domestic IT and digital policy that ensures global leadership. Ibid.] 


The Information Technology & Innovation Centre (ITIC) has produced a ‘US Grand Strategy for the Global Digital Economy’ to allow the US to remain a global leader in this area.[footnoteRef:161]  The Centre for Strategic & International Studies (CSIS) has published a separate paper on Digital Governance with the US assuming a leadership role.[footnoteRef:162] [161:  Robert Atkinson, ‘A U.S. Granad Strategy for the Global Digital Economy’ (19 January 2021) available https://itif.org/publications/2021/01/19/us-grand-strategy-global-digital-economy. ]  [162:  CISI, ‘Digital Governance: It is Time for the United States to Lead Again’ (2 August 2021) available https://www.csis.org/analysis/digital-governance-it-time-united-states-lead-again. ] 


China has adopted a number of policies to develop a comprehensive digital strategy.[footnoteRef:163] China targeted specific areas for development including artificial intelligence (AI), nanotechnology, quantum computing, big data, cloud computing and smart cities.[footnoteRef:164] China’s Belt and Road Initiative (BRI)[footnoteRef:165] which includes a Digital Silk Road (DSR) announced in 2015.[footnoteRef:166] A number of countries had received DSR related investment and others cooperating on DSR within the BRI.[footnoteRef:167] The DSR was being extended to create a Health Silk Road (HSR) to support health infrastructure, in particular, following the Coronavirus pandemic. China has separately proposed the adoption of new technical standards which would effectively create a separate internet with other new standards related measures.[footnoteRef:168]  [163:  These include: (a) the Nationalisation Informatisation Strategy (2016-2020) to create a ‘Digital Silk Road’; (b) Made in China 2025 (2015) roadmap; (c) Internet Plus (2015).]  [164:  Kristin Shi-Kupfer and Mareike Ohlberg, notes that China had filed 30,000 patents in 2018 alone on AI which was 2.5 times the US. China spent around $50 billion on quantum research in development which was 10 times that in the US. $411 billion would be spent on upgrading telecommunication systems to 5G between 2020-2030. Merics, China’s Digital Rise – Challenges for Europe (8 April 2019) Merics Mercator Institute for China Studies.]  [165:  The full title was the Silk Road Economic Belt and 21st Century Maritime Silk Road Development Strategy which was shorted to One Belt One Road (OBOR). China Britain Business Council and Foreign & Commonwealth Office, One Belt One Road (July 2017).]  [166:  China would invest in digital infrastructure abroad (including cellular networks, fibre optic cables and data centres). It would develop advanced technologies domestically to support economic and military activity (including satellite navigation systems, artificial intelligence and quantum computing). It would promote e‑commerce through digital trade free zones with reduced cross-border trade barriers and regional logistics centres. It would develop an international digital environment through digital diplomacy and multilateral governance including through the development of new technological standards. This would be based on a principle of ‘digital sovereignty’ with China promoting cooperation in cyberspace. See, for example, Ministry of Foreign Affairs of the People’s Republic of China, ‘International Strategy of Cooperation on Cyberspace (16.12. 2015) Remarks delivered by Xi Jinping. Council on Foreign Relations, ‘China’s Digital Silk Road: Strategic Technological Competition and Exporting Political Illiberalism’ (26 September 2019). ]  [167:  Council and Foreign Relations, ‘Assessing China’s Digital Silk Road Initiative’ https://www.cfr.org/china-digital-silk-road/. ]  [168:  China telecommunications group, Huawei, with the state run China Unicom and China Telecom and Ministry of Industry and Information Technology (MIIT) proposed the adoption of a new network technology, referred to as ‘New IP’ (rather than ‘ManyNets’), to the UN International Telecommunication Union (ITU). Anna Gross and Madhumita Nurgia, ‘China and Huawei propose reinvention of the internet’ Financial Times (27 March 2020). For comment, Huawei Technologies and University College London (UCL), ‘New IP Framework and Protocol for Future Applications’ (2020).] 


All of these initiatives form part of larger emerging Digital Economy or Digital Society programmes.  

6.	DIGITAL AND TECHNOLOGY RIGHTS AND ETHICS

A number of essential rights have been conferred on people over time under law. These include fundamental human rights and other social rights as well as more specific interests and entitlements in the technology area. These can be considered to have evolved in a number of separate fields and over time. This has unfortunately often created a fragmented and dislocated or disjointed framework of entitlements without a clear structure or common components. These have been produced by different bodies for different purposes. Certain entitlements are legal rights based while others are only aspirations or recommendations. It is also unclear how these will apply with regard to distinct types of technologies and how these will apply on a national and cross-border basis and over time. No attempt has been made to attempt to draw all of these together into a single coherent whole. These creates a useful body of entitlement although all of this has to be revised and clarified further and incorporated into a single consolidated restatement of rights, regulations and principles. This must also reflect and respect all relevant underlying legal rights and protections in place at this time.[footnoteRef:169] [169:  Section 9.] 


That following specific set of rights, interests and entitlements can be identified:

(1)	Fundamental Rights

Individuals enjoy a number of existing fundamental rights and entitlements. These include the measures set out in the Universal Declaration of Human Rights (UDHR) adopted by the United Nations General Assembly on 10 December 1948 at the Palais de Chaillot in Paris, France.[footnoteRef:170] This was followed by the European Convention on Human Rights (ECHR) adopted by the Council of Europe in Rome on 3 September 1953.[footnoteRef:171] The UDHR contains 30 essential entitlements[footnoteRef:172] with the ECHR containing 13 universal protections. The ECHR was subsequently incorporated into the Charter of Fundamental Rights of the EU (CFREU) in 2012.[footnoteRef:173] The CFREU contains 54 provisions.[footnoteRef:174] The EU Charter came into effect with the Lisbon Treaty in 2009 and has the same legal status as other EU treaties with EU institutions being required to adhere to the terms of the Charter.[footnoteRef:175] Separate fundamental rights are specified in the United Nations International Covenant on Civil and Political Rights (ICCPR) of 16 December 1966[footnoteRef:176] and the International Covenant on Economic, Social and Cultural Rights of 16 December 1966.[footnoteRef:177] The ICCPR forms part of the International Bill of Human Rights with the UDHR[footnoteRef:178] and ICESCR.[footnoteRef:179] [170:  United Nations, Universal Declaration of Human Rights (10 September 1948) A/RES/217. The UDHR establishes the basic principles of dignity, liberty and equality (arts 1-2), individual rights (arts 3-5), fundamental legality of human rights (arts 6-11), community rights (arts 12-17), constitutional liberties (arts 18-21), economic, social and cultural rights (arts 22-27) and exercise and implementation (arts 28-30).]  [171:  Council of Europe Secretary General, European Convention on Human Rights (formally Convention for the Protection of Human Rights and Fundamental Freedoms) (Rome 3 September 1953) ETS No 005.]  [172:  (1) Everyone is born free; (2) UDHR rights belong to everyone; (3) Life and to live in freedom and safety; (4) No slavery; (5) No torture or cruel or inhuman treatment; (6) Equal legal protection; (7) Equal treatment; (8) Legal support; (9) Proper cause for arrest or imprisonment; (10) Fair and public trial; (11) Presumption of  innocence; (12) Home, mail and family privacy; (13) Free movement; (14) Asylum; (15) Citizenship; (16) Marry; (17) Property; (18) Thought and belief; (19) Opinion; (20) Assemble; (21) Political participation; (22) Access to work, cultural and social welfare; (23) Employment and trade union; (24) Rest and leisure; (25) Food, clothing, housing and healthcare; (26) Education; (27) Arts, music, literature and sciences; (28) Peaceful and orderly society; (29) Legal guarantee of human rights; (30) No destruction.]  [173:  European Parliament, Council and Commission, Charter of Fundamental Rights of the European Union (2012/C326/02).]  [174:  This contains seven sections based on Dignity, Freedoms, Equality, Solidarity, Citizens’ Rights, Justice and General provisions. (1) Human dignity; (2) right to life; (3) right to the integrity of the person; (4) prohibition of torture and inhuman or degrading treatment or punishment; (5) prohibition of slavery and forced labour; (6) right to liberty and security; (7) respect for life and family life; (8) protection of personal data; (9) right to marry and right found a family; (10) freedom of thought, conscience and religion; (11) freedom of expression and information; (12) freedom of assembly and of association; (13) freedom of the arts and sciences; (14) right to education; (15) freedom to choose an occupation and right to engage in work; (16) freedom to conduct a business; (17) right to property; (18) right to asylum; (19) protection in the event of removal, expulsion or extradition; (20) equality before the law; (21) non-discrimination; (22) cultural, religious and linguistic diversity; (23) equality between women and men; (24) the rights of the child; (25) the rights of the elderly; (26) integration of persons with disabilities; (27) workers’ right to information and consultation within the undertaking; (28) right of collective bargaining and action; (29) right of access to placement services; (30) protection in the event of unjustified dismissal; (31) fair and just working conditions; (32) prohibition of child labour and protection of young people at work; (33) family and professional life; (34) social security and social assistance; (35) healthcare; (36) access to services of general economic interest; (37) environmental protection; (38) consumer protection; (39) right to vote and to stand as a candidate at elections to the European Parliament; (40) right to vote and to stand as a candidate at municipal elections; (41) right to good administration; (42) right to access to documents; (43) European Ombudsman; (44) right to petition; (45) freedom of movement and of residence; (46) diplomatic and consular protection; (47) right to an effective remedy and to a fair trial; (48) presumption of innocence and right of defence; (49) principles of legality and proportionality of criminal offences and penalties; (50) right not to be tried or punished twice in criminal proceedings for the same criminal offence; (51) field of application; (52) scope and interpretation of rights and principles; (53) level of protection; and (54) prohibition of abuse of rights.]  [175:  Art 51 Lisbon Treaty. The UK and Poland agreed a protocol that prevented the Charter from overruling UK and Polish laws, regulations or administrative provisions, practices or principles. Protocol (No 30) on the Application of the Charter of Fundamental Rights of the European Union to Poland and to the United Kingdom. The Charter was not retained under UK law following the UK’s withdrawal from the EU under S5(4) of the European Union (Withdrawal) Act 2018.]  [176:  (1) Right to self-determination; (2) state adherence; (3) equality of men and women; (4) derogation for reasons of public emergency threatening the life of the nation; (5) no destruction of other rights and freedoms; (6) inherent right to life; (7) no one shall be subject to torture or to cruel, inhuman or degrading treatment or punishment; (8) abolition of slavery; (9) right to liberty and security of person; (10) all persons to be treated with humanity and with respect for the inherent dignity of the human person; (11) no imprisonment for failure to fulfil a contractual obligation; (12) right to liberty of movement and freedom to choose residence; (13) expulsion of aliens only in accordance with the law; (14) all persons to be equal before courts and tribunals; (15) no one shall be guilty of a criminal offence unless this constitutes an offence under national or international law at the time committed; (16) right to recognition everywhere as a person before the law; (17) no one shall be subject to arbitrary or unlawful interference with his privacy, family, home or correspondence nor to unlawful attacks on his honour and reputation; (18) right to freedom of thought, conscience and religion; (19) right to hold opinions without interference; (20) any propaganda for war shall be prohibited by law; (21) right to peaceful assembly; (22) right to freedom of association with others; (23) protection of the family by society and the state as the natural and fundamental group unit of society; (24) rights of the child; (25) right to take part in the conduct of public affairs, to vote and be elected and have access to public service on terms of equality; (26) all persons are equal before the law and entitled to equal protection without discrimination; (27) no discrimination on ethic, religious or linguistic minority grounds. Additional provisions provide for the establishment and operation of a Human Rights Committee and ancillary provisions (arts 28-53). The ICCPR came into effect on 23 March 1976.]  [177:  The ICESCR contains 31 provisions covering progressive realisation, labour rights, social security, family life, standard of living, health, education and participation in cultural life. (1) right to self-determination; (2) progressive realisation; (3) equal rights of men and women to the enjoyment of all economic, social and cultural rights provided for ; (4) limitations may only be determined by law and insofar as compatible with the nature of the rights and solely for the purpose of promoting the general welfare in a democratic society; (5) non-destruction of rights of freedom; (6) right to work; (7) right to the enjoyment of just and favourable conditions of work; (8) right to form trade unions and the right to strike; (9) right to social security and social insurance; (10) wide as possible protection and assistance accorded to the family; (11) right to an adequate standard of living for everyone and their family including adequate good food, clothing and housing and to the continuous improvement of living conditions; (12) right to the enjoyment of the highest attainable standard of physical and metal health; (13) right of everyone to education; (14) progressive provision of free primary education within two years; (15) right to take part in cultural life, enjoy the benefits of scientific progress and protection of moral and material interests. Additional provisions apply with regard to reporting and implementation (arts 16-31). The ICESCR came into effect on 3 January 1976.]  [178:  (n 170).]  [179:  The International Bill of Human Rights was initially proposed in 1948 to consist of the UDHR with a separate convention and implementation measures and with the convention later being divided into the separate covenants on ICCPR and ICESCR. Office of the High Commission of Human Rights, The International Bill of Human Rights (25 May 1998 – 19 November 2020) Fact Sheet No 2 (Rev1). ] 


Other core sets of protection have been created at the international level. Around nine key international human rights conventions and covenants with nine supporting optional protocols have been brought into effect.[footnoteRef:180] The United Nations has adopted a separate Convention on the Rights of the Child (CRC) on 2 September 1990[footnoteRef:181] and Convention on the Rights of Persons with Disabilities (CRPD) of 30 March 2007.[footnoteRef:182] Significant rights were also set out under the Convention of the Elimination of All Forms of Discrimination against Women (CEDAW 1980).[footnoteRef:183] This also includes the International Convention on the Elimination of All Forms of Racial Discrimination (ICERD) of 21 December 1965, Convention Against Torture and Other Cruel, Inhuman or Degrading Treatment or Punishment (CAT) of 10 December 1984, International Convention on the Protection of the Rights of All Migrant Workers and Members of Their Families (ICMW) of 18 December 1990, International Convention for the Protection of All Persons from Enforced Disappearance (CPED) of 20 December 2006 and Convention on the Rights of Persons with Disabilities (CRPD) of 13 December 2006. All of these has to be considered to understand the full international rights protection regime in place. A separate set of Sustainable Development Goals (SDGs) have bene agreed by the United Nations which set out 17 interconnected common objectives to promote common global development principles and targets replacing the earlier Millennium Development Goals (MDGs) which ended in 2015.[footnoteRef:184]  [180:  United Nations, ‘The Core International Human Rights Instruments and their monitoring bodies’ available https://www.ohchr.org/en/professionalinterest/pages/coreinstruments.aspx. ]  [181:  The CRC contains (1) definition of a child as anyone under the age of 18; (2) non-discrimination; (3) best interests of the child; (4) implementation of the Convention by government; (5) parental guidance and child’s evolving capacities; (6) life, survival and development; (7) birth registration, name, nationality and carer; (8) protection and preservation of identity; (9) separation from parents; (10) family reunification; (11) abduction and non-return; (13) freedom of expression; (14) freedom of thought, belief and religion; (15) freedom of association; (16) right to privacy; (17) access to information from media; (18) parental responsibilities and state assistance; (19) protection from violence, abuse and neglect; (20) children unable to live with their family; (21) adoption; (22) refugee children; (23) children with a disability; (24) health and health service; (25) review of treatment in care; (26) social security; (27) adequate standard of living; (28) right to education; (29) goals of education; (30) children from minority or indigenous groups; (31) leisure, play and culture; (32) child labour; (33) drug abuse; (34) sexual exploitation; (35) abduction, sale and trafficking; (36) other forms of exploitation; (37) inhumane and treatment and detention; (38) war and armed conflict; (39) recovery from trauma and reintegration; (40) juvenile justice; (41) respect for higher national standards; and (44) promotion of knowledge or rights. The Convention contains additional provisions on implementation (arts 43-54) with United Nations Children’s Fund (UNICEF) providing expert advice and assistance on children’s rights (art 45). Three Optional Protocols were also provided on: Sale of children, child prostitution and child pornography; Involvement of children in armed conflict; and Complaints mechanism for children and Communications Procedure.]  [182:  The CRPD is intended to promote, protect and ensure the full and equal enjoyment of all human rights and fundament freedoms by all persons with disabilities and to promote respect for their inherent dignity (art 1 and definitions in art 2). Eight general principles are specified (i) respect for inherent dignity and individual autonomy; (ii) non-discrimination; (iii) full and effective participation and inclusion in society; (iv) respect for difference and acceptance of persons with disabilities; (v) equality of opportunity; (vi) accessibility; (vii) equality between men and women; and (viii) respect for the evolving capabilities of children with disabilities and their right to preserve their identities (art3)). (art 3) with the rights of persons specified and obligations of state parties confirmed (arts 5-32). The Convention contains additional reporting and monitoring (arts 33-39) and ratification and ancillary provisions (arts 40-50). ]  [183:  The Convention prohibits discrimination in the form of any distinction, exclusion or restriction made on the basis of sex with the effect or purpose of impairing or nullifying the recognition, enjoyment or exercise by women of human rights and freedoms in political, economic, social, cultural, civil and any other fields (art 1). The Convention contains further provisions on implementation (arts 2-6), public rights (arts 7-9), economic and social rights (arts 10-14) and right to equality in marriage and family life and before the law (arts 15-16). A Committee on the Elimination of Discrimination against Women is established (arts 17-22) with additional ancillary provisions (arts 23-30).]  [184:  United Nations Department of Economic and Social Affairs (UNDESA), ‘Sustainable Development’ available https://sdgs.un.org/goals. ] 


(2) 	Information Rights

The United Nations sponsored a World Summit on the Information Society (WSIS) in Geneva in 2003 and Tunis in 2005 with a follow-up Summit in Geneva in 2005 (WSIS+10). The objective was to examine the opportunities and challenges that arose with regard to the development of information and communication technology (ICT) and especially with the ‘digital divide’ that arises between developed and emerging economies in the technological area. A Declaration of Principles was agreed at the Geneva Summit[footnoteRef:185] with a Plan of Action to provide half of the world’s population with online access facilities by 2015.[footnoteRef:186] A separate paper on Shaping Information Societies for Human Needs was produced by Civil Society Delegates.[footnoteRef:187] It was proposed that a Working Group on Internet Governance (WGIG) was set up following the 2003 Summit with an Internet Governance Forum (IGF) established at the 2005 Tunis Summit and with the Internet Corporation for Assigned Names and Numbers (ICANN) being converted into a global authority to manage the Domain Name System (DNS).[footnoteRef:188] [185:  The WSIS Declaration of Principles contained: (1) Common Vision of the Information Society (Section A arts 1-18); (2) An Information Society for All: Key Principles Section B art 19 including: (i) the role of governments and stakeholders in the promotion of ICT (art 20); (ii) information and communication infrastructure (arts 21-23); (iii) access to information and knowledge (arts 24-28); (iv) capacity building (arts 29-34); (v) building confidence and security in the use ICTs (arts 35-37); (vi) enabling environment (arts 38-50); (vii) ICT applications and benefits in all aspects of life (art 51); (viii) cultural diversity and identity, linguistic diversity and local content (arts 52-54); (ix) media (art 55); (x) ethical dimensions of the Information Society (art 56); (xi) international and regional cooperation (arts 60-64); and (3) Towards an Information Society for All Based on Shared Knowledge (Section C arts 65-67). WSIS, Declaration of Principles (12 December 2003) available http://www.itu.int/wsis/docs/geneva/ official/dop/html. WSIS-03/Geneva/doc/4-e. ]  [186:  The Plan of Action consisted of: (1) Introduction (arts 1-3); (2) Objectives, goals and targets (Section B arts 4-7); (3) Action Lines (Section C including: (i) the role of governments and stakeholders in the promotion of ICTs for development (art 8); (ii) information and communication infrastructure (art 9); (iii) access to information and knowledge (art 10); (iv) capacity building (art 11); (v) building confidence and security in the use of ICTs (art 12); (vi) enabling environment (art 13); (vii) ICT applications and benefits in all aspects of life (including e-government, e-business, e-learning, e-health, e-employment; e-environment, e-agriculture and e‑science (arts 14-22); (viii) cultural diversity and identity, linguistic diversity and local content (art 23); (ix) media (art 24); (x) ethical dimensions (art 25); and (xi) international and regional cooperation (art 26); (4) Digital Solidarity Agenda (including priorities and strategies and mobilising resources) (Section D art 27); (5) Follow-up and evaluation (Section E art 28); and (6) Towards WSIS phase 2 (Tunis) (Section F art 29). WSIS, Plan of Action (12 December 2003) http://www.itu.int/wsis/docs/geneva/official/poa.html. WSIS‑03/Geneva/doc/5-e.]  [187:  WSIS Civil Society Plenary, Shaping Information Societies for Human Needs (8 December 2003) available http://www.itu.int/wsis/docs/geneva/civil-society-declaration.pdf. ]  [188:  DNS consists of a decentralised and hierarchical system for domain name recognition tied to Internet Protocol (IP) addresses. IP addresses use 32 bit numbers (IPv4) from 1983 and then 128 bit numbers (IPv6) from 1998. S Deering and R Hinden, ‘Internet Protocol, Version 6 (IPv6) Specification’ Internet Engineering Task Force (IETF) (July 2017) 10.17487/RFC 8200,] 


(3)	Internet Rights

The Association for Progressive Communications (APC) proposed an Internet Rights Charter at its workshop in Prague in February 2001.[footnoteRef:189] The APC produced an initial Internet Rights Charter in 2001-2002 which was republished in March 2006.[footnoteRef:190] This is based on seven key themes of internet access for all (UDHR art 26) with the development of human personality and respect for human rights and fundamental freedoms, freedom of expression and association (UDHR art 18), access to knowledge (UDHR art 27), shared learning and creation (UDHR art 27), privacy, surveillance and encryption (UDHR art 12), internet governance and awareness, protection and realisation of rights. [189:  The APC had originally been set up as a non-governmental group of network providers in 1990 which received United Nations consultative status in 1995. The APC was formed by seven network provider organisations following early contact between UK GreenNet and the US Institute for Global Communications (IGC). The APC is a non-profit association of member and partner networks committed to ensure that the internet serves the needs of global civil society. APC, ‘History’ (2 May 2007 and updated 18 February 2020) available https://www.apc.org/en/about/history. ]  [190:  APC, Internet Rights Charter (14 March 2006 and updated 21 April 2020) available https://www.apc.org/en/ pubs/about-apc/apc-internet-rights-charter. ] 


A Charter of Human Rights and Principles for the Internet was published in 2011 which consists of 21 key provisions with a separate set of 10 key Internet Rights and Principles.[footnoteRef:191] The Charter was produced by the Dynamic Coalition (DC) on Internet Rights and Principles (IRPC) based on the APC Charter and WSIS Declaration of Principles and Tunis Agenda.[footnoteRef:192] This follows the UDHR, ICCPR, ICESCR as well as CRC and CRPD. [191:  United Nations Internet Governance Forum (IGF) and Internet Rights & Principles Coalition (IRPC), The Charter of Human Rights and Principles for the Internet (4ed August 2014).]  [192:  The use of Dynamic Coalitions (DCs) was agreed at the United Nations Internet Governance Forum (IGF) inaugural meeting in Athens in 2006 made up of open, multi stakeholder groups with around 23 DCs subsequently being established. The IGF had been considering the development of human rights standards since the 2009 meeting in Sharm El Sheikh with the draft Charter being produced at the Vilnius IGF in 2010. United Nations IGF, Dynamic Coalitions available https://www.intgovforum.org/multilingual/content/dynamic-coalitions. ] 


The IRPC Charter stresses the importance of the internet as a place for people to communicate, meet and congregate with this being a basic utility for people, communities and organisations across all areas of human and society endeavour.[footnoteRef:193] Affordable and knowledgeable access to the internet has become a fundamental need to realise human rights and fundamental freedoms, democracy, development and social justice. These are impacted by the governance of the internet infrastructure, application and usage with the full and universal enjoyment of all human rights and fundamental freedoms requiring internet access. The global nature of the internet is referred to as a precious asset to increase and sustain better mutual knowledge, understanding and acceptance with human rights being universal, indivisible, interdependent and interrelated. The internet has to be properly ordered on a public and private basis for people understanding the relevance of universal human rights and freedoms of individuals and every part of society have to promote respect for these rights and freedoms through local and global measures to secure their universal and effective recognition and observance. Ten key rights and principles are identified in terms of universality and equality, social justice, accessibility, expression and association, privacy and data protection, life, liberty and security, diversity, network equality, open standards and regulation and property governance in a transparent and multilateral manner based on openness, inclusive participation and accountability.[footnoteRef:194] [193:  IGF, IRPC Charter (n 190) Preamble 11.]  [194:  IGF, IRPC Charter (n 190) 8.] 


The IRPC Charter clarifies 19 rights and freedoms with specified duties and responsibilities and other general provisions.[footnoteRef:195] A number of these provisions are expanded with the Charter consisting of around 60 specific sets of recommendations. These can be considered to be structured in terms of nine general rights and freedom[footnoteRef:196] and ten other more specific sets of applications[footnoteRef:197] with the additional provisions on duties and responsibilities and general clauses.[footnoteRef:198] The IPRC Charter provides an impressive, articulate and comprehensive statement of internet related rights.  [195:  IRPC Charter (n 190) arts 1-21, 13-27. The Charter has three Appendices covering IRP Coalition Chairs & Steering Committee members, IRP Coalition Initiatives, Collaborations & Statements and IRP Coalition Documents, Resources & Selected Research Literature. ]  [196:  (1) Right to access the internet ((a) quality of service; (b) freedom of choice of system and software use; (c) ensuring digital inclusion; and (d) net neutrality and net equality); (2) Right to non-discrimination in internet access, use and governance ((a) equality of access; (b) marginalised groups; and (c) gender equality); (3) Right to liberty & security on the internet ((a) protection against all forms of crime; and (b) security of the internet); (4) Right to development through the internet ((a) poverty reduction and human development; and (b) environmental sustainability); (5) Freedom of expression & information on the internet ((a) freedom of online protest; (b) freedom from censorship; (c) right to information; (d) freedom of the media; and (e) freedom from hate speech); (6) Freedom of religion & belief on the internet; (7) Freedom of online assembly & association ((a) participation in assembly and association on the internet); (8) Right to privacy on the internet ((a) national legislation on privacy; (b) privacy policies and settings; (c) standards of confidentiality and integrity of IT systems; (d) protection of the virtual personality; (e) right to anonymity and to use encryption; (f) freedom from surveillance; and (g) freedom from defamation) and (9) Right to digital data protection ((a) protection of personal data; (b) obligations of data collectors; (c) minimum standards on use of personal data; and (d) monitoring by independent data protection authorities). IGF, IRPC Charter (n 190) 13-19.]  [197:  (10) Right to education on & about the internet ((a) education through the internet; and (b) education about the internet and human rights); (11) Right to culture & access to knowledge on the internet ((a) right to participate in the cultural life of the community; (b) diversity of languages and cultures; (c) right to use one’s own language; (d) freedom from restrictions of access to knowledge by licensing and copyright; (e) knowledge commons and the pubic domain; and (f) free/open source software and open standards); (12) Rights of children & the internet ((a) right to benefit from the internet; (b) freedom from exploitation and child abuse imagery; (c) right to have views heard; and (d) best interests of the child); (13) Rights of people with disabilities & the internet ((a) accessibility to the internet; and (b) availability and affordability of the internet); (14) Right to work & the internet ((a) respect for workers’ rights; (b) internet at the workplace; and (c) work on and through the internet); (15) Right to online participation in public affairs ((a) right to equal access to electronic services; and (b) right to participate in electronic government); (16) Rights to consumer protection on the internet; (17) Rights to health and social services on the internet ((a) access to health-related content online); (18) Right to legal remedy & fair trial for actions involving the internet ((a) right to a legal remedy; (b) right to a fair trial; and (c) right to due process); and (19) Right to appropriate social & international order for the internet ((a) governance of the internet for human rights; (b) multilingualism and pluralism on the internet; and (c) effective participation in internet governance). IGF, IRPC Charter (n 190) 20-26.]  [198:  (20) Duties and responsibilities on the internet ((a) respect for the rights of others; and (b) responsibility of powerholders); and (21) General clauses ((a) interdependence of all rights in the Charter; (b) limitations on rights; (c) non-exhaustive nature of the Charter; and (d) interpretation of rights and freedoms of the Charter. IGF, IRPC Charter (n 190) 26-27.] 


(4)	Digital Rights

Other sets of private digital rights initiatives have been developed over time. The Electronic Frontier Foundation (EFF) was established as a non-profit organisation to defend civil liberties in a digital world in 1990 working through impact litigation, policy analysis, activism and technology development with various reports being published each year.[footnoteRef:199] The Open Rights Group (ORG) was set up in the UK following an Open Tech 2005 discussion to attempt to preserve digital rights and freedoms, in particular against surveillance and encroachment with annual ORGCON conferences being organised.[footnoteRef:200]  [199:  EFF, ‘A History of Protecting Freedom Where Law and Technology Collide’ available https://www.eff.org/ about/history. ]  [200:  The stated objectives of ORG are to challenge threats to privacy by government through surveillance of personal communications and private companies using personal data for profit purposes and threats to free speech through the criminalisation of online speech, online censorship and restrictive copyright laws. ORG operates through public campaigns, media commentary, legal actions, policy interventions and tech projects. ORG, ‘Who we are’ available https://www.openrightsgroup.org/who-we-are/. ] 


The Global Network Initiative (GNI) was set up in October 2008, on the 60th anniversary of the UDHR, as a non-governmental organisation, made up of internet and telecommunications companies, human rights and press freedom groups, investors and academic institutions, to prevent internet censorship and protect privacy rights.[footnoteRef:201] The GNI has published a set of Principles which cover freedom of expression, privacy, responsible company decision making, multi-stakeholder collaboration and governance, accountability and transparency[footnoteRef:202] with separate implementation guidelines, an accountability, policy and learning framework and a Governance Charter.[footnoteRef:203]  [201:  https://globalnetworkinitiative.org. ]  [202:  GNI, The GNI Principles available https://globalnetworkinitiative.org/gni-principles/. ]  [203:  https://globalnetworkinitiative.org/governance-charter/. ] 


Other groups include the Internet Society (ISOC),[footnoteRef:204] European Digital Rights (EDRi)[footnoteRef:205] and the Freedom Online Coalition.[footnoteRef:206] Work is also carried out by the Internet Engineering Task Force (IETF),[footnoteRef:207] Internet Architecture Board (IAB)[footnoteRef:208] and World Wide Web Consortium (W3C).[footnoteRef:209] Other private cyber security specific work is carried out inter alia by national and corporate incidence response teams (including CERTs or CSIRTs) with the Forum for Incident Response and Security Teams (FIRST) and European Union Agency for Network and Information Society (ENISA).[footnoteRef:210] [204:  https://www.internetsociety.org. ]  [205:  https://edri.org. ]  [206:  https://freedomonlinecoalition.com. ]  [207:  https://www.ietf.org/. ]  [208:  https://www.iab.org/. ]  [209:  https://www.w3.org/. ]  [210:  https://www.first.org/; and https://www.enisa.europa.eu/. ] 


(5)	Data Rights

A series of significant underlying rights and protections have bene created under the EU General Data Protection Regulation (GDPR) 2016/679/EU and UK Data Protection Act (DPA) 2018 which came into effect in 25 May 2018.[footnoteRef:211] The GDPR replaced the Data Protection Directive (DPD) 95/46/EC which had come into operation in April 2016 was implemented in the UK under the Data Protection Act 1998. The right to respect private and family life, home and correspondence was earlier protected under Article 8 of the 1950 European Convention on Human Rights (ECHR) and the seven principles agreed by the (OECD recommendations on privacy and trans-border flows which included notice, purpose, consent, security, disclosure, access and accountability provisions. Controls on automatic processing were provided for under the 1981 Council of Europe Convention for the Protection of Individuals.[footnoteRef:212] [211:   General Data Protection Regulation (GDPR) 2016/679/EU of 27 April 2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC.]  [212:  OECD, Recommendations Concerning Guidelines Governing the Protection of Privacy and Trans-border Flows of Personal Data (January 1999); Council of Europe. Convention for the Protection of Individuals with Regard to Automatic Processing Personal Data (1981).] 


The GDPR applies to personal data which is information relating to a living individual which can be identified directly from the information or through matching with other information, that is or will be likely to be, in the possession of the organisation or entity concerned. Obligations are imposed on data collectors and data processors. Public entities and firms that regularly and systematically process personal data must employ a Data Protection Officer (DPO). Data is generally to be protected ‘by design’ and ‘by default’ in systems processing (Article 25). The GDPR contains eight revised data protection principles based on fair and lawful processing and legitimate purpose with data being adequate, relevant and non-excessive, accurate and up-to-date, not kept for longer than necessary, processed in accordance with individual rights, secure and properly transferred. Data subjects have eight principal rights under the GDPR consisting of being informed and access (Article 15), data correction (Art 16), data erasure (Article 17), object to processing, suspend processing (Art 18), transfer rights and with additional protections in relation to automatic processing. Firms in breach of the GDPR can be fined up to €20 million or 4% of annual global turnover. European Member States must establish an independent Supervisory Authority (SA) with activities being coordinated through a European Data Protection Board (EDPB).

The GDPR has extended the personal rights initially conferred under the DPA 1995 in a number of important respects. Firms must consider data subjects’ interests in managing personal data. The GDPR does not apply with regard to national security, police or judicial use, statistical and scientific analysis and personal use. Security and judicial matters are dealt with under Parts 3 and 4 of the DPA 2018 in the UK with equivalent GDPR measures being applied to other areas outside the GDPR under Part 2 DPA. The Information Commissioner (IC) is established under Part 5 and enforcement dealt with in Part 6. It is an offence knowingly or recklessly to obtain or disclose personal data without the consent of the data controller, procuring such disclosure or retaining data without consent and for selling or offering to sell personal data (which implements the requirements set out in the Enforcement of Intellectual Property Rights Directive (IPRED) 2004/48/EC). The GDPR does not attempt to confirm the nature of data or personal data in law and the rights of companies and data subjects outside the terms of the regulation. Separate concerns have arisen with regard to the nature of consent and the cost and burden of compliance. EU Cyber security has had to be dealt with separately under the Network Information Systems (IDS) Directive 2016/1148/EU which came into effect in August 2016 was to be implemented by 9 May 2018.
 
(6)	Climate Rights

A number of different sets of recommendations and principles have been developed to support sustainable climate management. The United Nations Framework Convention on Climate Change (UNFCCC) was adopted in 1992 with the objective of limiting human interference with the climate system.[footnoteRef:213] A separate Kyoto Protocol to the Framework Convention was entered into in 1997 which required countries to enter into specific emission commitments.[footnoteRef:214] The Copenhagen Accord was agreed in 2009 to limit future temperature increases to below 2% C.[footnoteRef:215] A further Paris Climate Agreement was adopted in 2015 which created a procedure to set and assess goals and assist developing countries enter the climate control framework. [footnoteRef:216] A 2020 United Nations Climate Change Conference (UNCCC) was to be held in the UK in November 2020 but postponed until 2021.[footnoteRef:217] [213:  See IPCC Special Report: Global Warming of 1.5 ºC - Summary for Policymakers (2018) available https://www.ipcc.ch/sr15/chapter/spm/ .On the UNFCCC, https://www.iucn.org/theme/global-policy/our-work/united-nations-framework-convention-climate-change-unfccc. See also International Law Association (ILA), ‘Committee on Legal Principles Relating to Climate Change’ (2014) Resolution 2/2014.]  [214:  Kyoto Protocol (1997). ]  [215:  UNFCCC, Copenhagen (2009).]  [216:  The objectives of the Paris Agreement are to hold the increase in global average temperature to well below 2% C above pre-industrial levels and to limit temperature increases to 1.5% C, increase stability to adapt to the adverse impacts of climate change and foster climate resilience and low greenhouse gas emissions development without threatening food production and making finance flows consistent with low greenhouse gas emission and climate resilient development. Art 2 FCCC, Paris Agreement (2015). See also Climate Focus (2015). ]  [217:  This is referred to as the Conference of Parties (COP26) to the UNFCCC as well as after Meeting of Parties to the Kyoto Protocol (CMP16) and Conference of the Parties to the Paris Agreement (CMA3). ] 


Related sets of principles for biospheric and environmental law[footnoteRef:218] have been adopted with climate change being a sub-field within this.[footnoteRef:219] A series of 27 Bali Principles of Climate Justice were, for example, produced by activist organisations for social and environmental justice in August 2002.[footnoteRef:220] These refer to the ‘scientific reality’ of climate change being caused inter alia through the consumption of fossil fuels, deforestation and ecological damage with the need to protect fundamental rights including under the UDHR and UN Convention on Genocide.[footnoteRef:221] The Bali Principles include a number of important ideas and principles in the 27 recommendations made.[footnoteRef:222]  [218:  (a) Principle of high level of environmental protection; (b) polluter pays principle; (c) principle of prevention; (d) precautionary principle; (e) principle that environmental damage should be remedied and source; (f) principle of responsibility for transboundary harm; (g) principle of public participation; (h) principle of sustainable development; (i) principle of integration; (j) intragenerational an intergenerational equity; and (k) access and benefit sharing of natural resources.  Raphael Heffron, Anita Ronne, Joseph P Tomain, Adrian Bradbrook and Kim Talus, ‘A Treatise on Energy Law’ Journal of World Energy Law and Business (2018) 11, 34-48, Table 1, 36]  [219:  See, for example: (a) Principle of common but differentiated responsibilities; (b) precautionary principle; (c) principle of intragenerational equity; (d) principle of intergenerational equity; (e) principle of developed estate lead to protect most vulnerable; (f) sustainable development; (g) principle of cost-effectiveness; (h) principle of cooperation and knowledge transfer; (i) principle of accountability and transparency; and (j) principle of common concern of humankind. Heffron, Ronne, Tomain, Bradbrook and Talus, ‘A Treatise on Energy Law’ (n 218) Table 2, 39.]  [220:  Bali Principles of Climate Justice (21 August 2002).]  [221:  Ibid.]  [222:  These include: (1) the sacredness of the planet, ecological unity and the interdependence of species; (2) the principle of ecological debt; (3) liability (and strict liability) for damage caused by the production of greenhouse gases and local pollutants; (4) the need for compensation, restoration and reparation for loss of land, livelihood and other damages; (5) moratoria and a proper or just transition; (6) market inclusion in the use of market remedies including carbon trading and carbon sequestration; (7) respect for the UDHR specially in relation to the provision of clean air, land, water, food and healthy ecosystem; (8) avoidance of the commodification of nature and resources; (9) mutual respect and justice for all peoples free from discrimination or bias and the right to self-determination; (10) consumption and waste management; (11) adjustment and reprioritisation policies; and (12) inter-generational responsibility. Bali Principles of Climate Justice (n 220) arts 1, 7, 8, 9, 10 and 15, 13, 17, 18, 19 and 26 and 27. ] 


UNESCO has adopted a more general Declaration on the Responsibilities of the Present Generations Towards Future Generations in November 1997.[footnoteRef:223] This provides that present generations have the responsibility of ensuring that the needs and interests of present and future generations are fully safeguarded (art 1) and that all generations should enjoy full freedom of choice as to their political, economic and social systems and to be able to preserve their cultural and religious diversity (art 2). Present generations are to ensure the maintenance and perpetuation of humankind with due respect to the dignity of the human person (art 3), and to bequeath an Earth not irreversibly damaged by human activity (art 4) with the environment and richness of the Earth’s ecosystems being protected (art 5). Additional provisions apply with regard to human genome and biodiversity (art 6), cultural diversity and cultural heritage (art 7), the common heritage of humankind (art 8), peace (art 9), development and education (art 10) and non-discrimination (art 11). All relevant agencies and organisations individuals and public and private bodies are to promote respect for the ideals set out in the Declaration with the UNESCO to raise public awareness as part of its ethical mission (art 12). Protecting the common heritage of mankind can be considered to constitute a more general principle of international law and reflected in other conventions and treaties.[footnoteRef:224] [223:  UNESCO, Declaration on the Responsibilities of the Present Generations Towards Future Generations (19 November 1997).]  [224:  See, for example, these include the Hague Convention for the Protection of Cultural Property in the Event of Armed Conflict 1954; United Nations convention on the law of sea (UNCLOS) 1982. ] 

 
(7)	Energy Rights

Energy law has been considered as an independent academic discipline since 1996.[footnoteRef:225] Writers have criticised attempts to divide this into, for example, the separate areas of oil and gas (lex petrolia) and mining (lex mineralia).[footnoteRef:226] The issue of energy rights has been considered with the emerging field of energy justice.[footnoteRef:227] The development of a ‘Theory of Energy Law’ had been considered at a conference in Helsinki in 2015[footnoteRef:228] with a series of papers following on the Evolution and Development of Energy Law.[footnoteRef:229] A series of general principles of energy law have since been produced.[footnoteRef:230] These are essentially based on sovereignty, access, justice, sustainability, climate protection, security and resilience. These reflect general environmental and climate change principles also at a more specific resource and technology based. [225:  Adrian Bradbrook, ‘Energy and Law - Searching for New Directions’ (1996) 14 (2) Journal of Energy & Natural Resources Law 193.]  [226:  T Daintaith, ‘Against ‘lex petrolea’ (2017) 10 (1) Journal of World Energy Law and Business 1.]  [227:  Raphale J Heffron and D McCauley after them, ‘The Concept of Energy Justice Across the Disciplines’ (2017) 105 Energy Policy 658.]  [228:  Heffron and Talus, ‘The Development of the Theory of Energy Law’ (Helsinki, Finland, act November 2015.]  [229:  Heffron and Talus, ‘The Evolution Energy Law and Energy Jurisprudence: Insights for Energy Analysts and Researchers’ (2016) 19 Energy Research and Social Science 1-10; and Heffron and Talus. ‘The and Development of Energy Law’]  [230:  (a) Principle of national resource sovereignty; (b) principle of access to modern energy services; (c) principle of energy justice; (d) principle of prudent, rational and sustainable use of natural resources; (e) principle of protection of environment, human health and combating climate change; (f) energy security and reliability principle; and (g) principle of resilience. Heffron, Ronne, Tomain, Bradbrook and Talus, ‘A Treatise on Energy Law’ (n 218) Table 3, 40.] 


(8) 	Machine Rights 

Machine rights can be considered in term of machine regulation and machine ethics which is concerned with the moral impact of the use or conduct of machines.[footnoteRef:231] This raises issues of artificial intelligent agents (AIAs),[footnoteRef:232] ethical intelligent agents (EIAs)[footnoteRef:233] or artificial moral agents (AMAs).[footnoteRef:234] Different types of ethical capacity can be distinguished including impact, implicit, explicit and full ethical agents.[footnoteRef:235]  [231:  The term was first used by Mitchell Waldrop, ‘A Question of Responsibility’ AI Magazine [Spring 1987] 8(1) 28-39.]  [232:  JH Moor, ‘The Nature, Importance, and Difficulty of Machine Ethics’ IEEE Intelligent Systems [2006] 21(4) 18-21.]  [233:  Michael Anderson and Susan Leigh Anderson, ‘Creating an Ethical Intelligent Agent’ AI Magazine [2007] 27(4).]  [234:  Wendell Wallach and Colin Allen, Moral Machines: teaching robots right from wrong (OUP Oxford 2009).]  [235:  James H Moor distinguishes: (1) impact ethical agents (with the nature of the impact arising without planning or intention); (2) implicit ethical agents (with a minimum safety program); (3) explicit ethical agents (programmed to undertake ethical decisions); and (4) full ethical agents (moral programming with additional features of human intentionality, freewill and consciousness. James H Moor, ‘Four Kinds of Ethical Robots’ Philosophy Now (2009).] 


The EU has proposed a new Machinery Products Regulation which will replace its earlier measure in this area. AI and robotics systems will have to be subject to appropriate health and safety standards to the extent that they constitute a form of machinery. Machinery is defined in terms of moveable machines for the purposes of this paper.[footnoteRef:236] A comprehensive health and safety regime is applied with regard to machinery within the EU under the Machinery Directive 2006/42/EC[footnoteRef:237] with this to be replaced by the proposed new EU Machinery Regulation.[footnoteRef:238] Machinery is generally defined within the EU in terms of an assembly with movable parts.[footnoteRef:239] A system for the free movement of machinery within the EU is created[footnoteRef:240] with a list of high risk machinery products,[footnoteRef:241] an indicative list of safety components,[footnoteRef:242] and detailed list of essential health and safety requirements related to the design and construction of machinery products.[footnoteRef:243] Machinery is to be subject to a conformity assessment and certification procedure[footnoteRef:244] with an affixed CE marking scheme[footnoteRef:245] and with manufacturers being required to produce a supporting technical document for machinery products.[footnoteRef:246] The essential health and safety conditions are based on certain general principles[footnoteRef:247] and more detailed requirements.[footnoteRef:248] The proposed Draft Machinery Regulation was adopted as part of the EU 2020 Commission Work Programme and ‘A Europe fit for the Digital Age’[footnoteRef:249] and Single Market Act[footnoteRef:250] and New Legislative Framework (NLF).[footnoteRef:251] [236:  A machine, or machinery, is any physical or digital device with more than one part used to carry out a function. Machinery is any physical or digital device with more than one moveable part used to carry out function (n 1).]  [237:  As amended by Directive 2009/127/EC (pesticides) and Regulation (EC) 167/2013 (including agricultural and forestry vehicles).]  [238:  European Commission, Proposal for a Regulation of the European Parliament and of the Council on Machinery Products (Brussels 21.4.2021) COM(2021) 202 final.]  [239:  Machinery generally means an assembly, fitted with or intended to be fitted with a drive system, consisting of linked parts or components, at least, one of which moves and which are joined together for a specific application. Art 3(1)(a)-(f) Draft Machinery Regulation 2021.]  [240:  Art 4(1) Draft Machinery Regulation 2021.]  [241:  Annex I Draft Machinery Regulation 2021.]  [242:  Annex II]  [243:  Annex III ]  [244:  Arts 17-20, 21-23 and 24-40.]  [245:  Arts 19 and 20 Draft Machinery Regulation 2021 and Art 30 Regulation (EC) 765/2008.]  [246:  Art 10 and Annex IV Draft Machinery Regulation 2021.]  [247:  An iterative process is applied with regard to risk assessment and risk reduction with manufacturers inter alia being required to determine the limits of a machinery product, relevant risks and hazards, estimate and evaluate risks and eliminate hazards and risks. Para 1 Annex III.]  [248:  These include principles of safety integration, materials and products, lighting, design, ergonomics, operating positions, seating, protection against corruption, as well as further measures in relation to control systems, mechanical risks, guards and protective devices, other risks, maintenance and information with other specific requirements imposed in relation to particular products. Annex III.]  [249:  See also Staff Working Document, Evaluation of the Machinery Directive SWD (2018) 160 final.]  [250:  Directive 2014/35/EU of 26 February 2014 on the harmonisation of the laws of the Member States relating to the making available on the market of electrical equipment designed for use within certain voltage limits (OJ L 96, 29.3.2014, p35).]  [251:  This is also being carried out within the rolling REFIT evaluation process. Regulatory Fitness (REFIT) and Performance programme. See, for example, European Commission, Evaluation and Fitness Check (FC) Roadmap (17 November 2016). The NLF was adopted in 2008 to improve market surveillance and increase the quality of conformity assessments to support the internal market for goods within the EU. Regulation (EC) 765/2008; Decision 768/2008 and Regulation (EU) 2019/1020.] 

 
(9)	Biotechnology Rights

A series of specific protections have been adopted with regard to biotechnology (BioTech). The United Nations Educational, Scientific and Cultural Organisation (UNESCO) adopted the Universal Declaration on the Human Genome and Human Rights in 1997.[footnoteRef:252] The Declaration consists of 25 Articles. The human genome is stated to underlie the fundamental unity of all members of the human family as well as the recognition of their inherent dignity and diversity and to constitute the heritage of humanity (art 1). No genome research or application should prevail over the human rights, fundamental freedoms and human dignity of individuals and groups of people (art 2). Practices contrary to human dignity, including the reproductive cloning of human beings, are not to be prohibited although states and international organisations are invited to cooperate to identify practices and measures necessary to ensure that the principles set out in the Declaration are respected (art 11). The human genome is not to be used for financial gain in its natural state (art 4). The Declaration deals with human dignity and the human genome,[footnoteRef:253] rights of the person concerned,[footnoteRef:254] research of the human genome,[footnoteRef:255] conditions for the exercise of scientific activity,[footnoteRef:256] solidarity and international cooperation,[footnoteRef:257] promotion of relevant principles[footnoteRef:258] and implementation.[footnoteRef:259] [252:  UNESCO, Universal Declaration on the Human Genome and Human Rights (11 November 1997 and endorsed by the General Assembly 9 December 1998).]  [253:  (1) Fundamental unity (art 1); (2) respect for dignity and diversity (art 2); (3) possibly mutations (art 3); and (4) financial prohibition (art 4).]  [254:  (1) Individual genomic research is not to be undertaken without a proper risk and benefit assessment with prior, free and informed consent to be provided (art 5); (2) prohibition on discrimination (art 6); (3) the confidentiality of genetic data (art 7); (4) right to reparation for losses resulting from genomic intervention (art 8); and (5) the principles of consent and confidentiality are only to be removed for compelling reasons as provided for under public international law and the international law of human rights (art 9).]  [255:  (1) Respect for human rights, fundamental freedoms and human dignity of individuals and in groups (art 10); (2) prohibition on practices contrary to human dignity including reproductive cloning of human beings (art 11); and (3) benefits from advances to be made available to all (art 12).]  [256:  (1) Respect for the meticulousness, caution, intellectual honesty and integrity of relevant research (art 13); (2) intellectual and material freedom to conduct research (art 14); (3) free exercise of research and limitation on non-peaceful use (art 15); and (4) independent, multidisciplinary and pluralist ethics committees should be established as appropriate to assess ethical, legal and social issues concerning the human genome and its application (art 16). ]  [257:  (1) Respect for solidarity and research on the identification, prevention and treatment of genetically based and genetically influenced diseases in large population groups (art 17); (2) international dissemination of relevant scientific knowledge (art 18); and (3) international cooperation principles including risk and benefit assessments and developing country involvement with the free exchange of scientific knowledge and information (art 19).]  [258:  (1) Promotion of principles through education and other relevant means (art 20); and (2) encouragement of other forms of research, training and information dissemination (art 21).]  [259:  (1) States should promote implementation of the principles set out in the Declaration (art 22); (2) adoption of measures to promote respect (art 23); (3) contribution of the International Bioethics Committee of UNESCO (art 24); and (4) real conflict with human rights and fundamental freedoms (art 25).] 


(10)	Nanotechnology Rights

No specifics sets of safeguards have been adopted in the area nanotechnology. Reference has already been made to such more general measures such as UNESCO’s 1997 Declaration on the Responsibilities of the Present Generations Towards Future Generations in November 1997.[footnoteRef:260] [260:  Section 4(6) and (n 222). ] 


(11)	Robot Rights 

Robot rights can be considered in terms of the extent to which people should be protected from machines or machines should be accorded parallel rights and duties. Robot entitlement may more accurately be examined in terms of liability and personality. Legal rights can generally only be enjoyed by legal persons which are either natural persons or legal corporations created by parliament or company law. Robots and machines can arguably not enjoy rights to the extent that they are not biologically created nor registered as corporate entities which generally requires that they have some human directed management function although anomalies may arise.[footnoteRef:261] Liability is also arguably better considered in terms of robot manufacture, programming or use rather than duties. Manufacturers and users of machines are generally liable for any damage that they cause without the need to impose duties on machines to create separate liability. Even where machine activity is insured or compensation may be available from machine generated income, residual liability can generally still be assessed in terms of the responsibility of the manufacturer, programmer and user of the device under existing law. [261:  It is reported that it is possible to register a company in Delaware which is managed by other entities which may technically allow a robot to be registered as a US company. The US Supreme Court confirmed that equal protection rights under the 14th Amendment could be extended to corporations under Santa Clara County v Northern Pacific Railroad Co 118 U.S. 394 (1886). For discussion, Shawn Bayern, The Implications of Modern Business Entity Law for the Regulation of Autonomous Systems, 19 S TAN . T ECH . L. R EV . 93, 104 n.43 (2015).] 


The issues of robot identity and rights were considered by the EU Parliament in a report on Civil Law Rules on Robotics in 2015.[footnoteRef:262] While this generally considers liability in terms of the responsibility of human programmers, the issue of possibly attaching some form of electronic personality to more sophisticated autonomous robots was considered with the robots being held responsible for making good any damage that they may cause.[footnoteRef:263] An open letter was sent to the European Commission rejecting the proposal to create a specific form of legal status for robots prepared by AI and robotics, industry, law, medical and ethics experts.[footnoteRef:264] A number of members of the European Parliament had voted in favour of deletion of the reference with the Luxemburg Member of the European Parliament, Mrs Delvaux who had drafted the Resolution, attempting to explain its purpose.[footnoteRef:265]  [262:  European Parliament, Recommendations to the Commission on Civil Law Rules on Robotics (2015/2103 (INL)).]  [263:  Sections 56 and 59(f).	]  [264:  ‘Open Letter to the European Commission Artificial Intelligence and Robotics’ (5 April 2018) copy available https://www.politico.eu/wp-content/uploads/2018/04/roboticsopenletter.pdf. The Open Letter was signed by 150 leading European signatories.]  [265:  Mrs Delvaux referred to sophisticated autonomous self-learning robots taking decisions that could not be attributed to a human agent with the Commission being asked to conduct an impact assessment on compulsory insurance with the legal status of electronic personality possibly being used to support the payment of compensation for victims where human responsibility could not be fully attributed. Ibid.] 


The Open Letter maintained that damage liability could already be established and that creating a legal personality for robots was inappropriate or unnecessary. This could not be justified on the basis of either a natural personal model, legal entity model or Anglo-Saxon trust (fiducie or treuhand in German) model. Creating legal status for an electronic person was described as ideological non-sensical and non-pragmatic.[footnoteRef:266] The European Economic and Social Committee was opposed to any form of legal status for robots or AI with the UNESCO’s COMEST 2017 Report on Robotics Ethics dismissing the proposal as machines lacked freedom of will, intentionality, self-consciousness, moral agency or a sense of personal identity.[footnoteRef:267] [266:  2.]  [267:  COMEST, Report of COMEST on Robotics Ethics (2017); and COMEST, Preliminary Study on the Ethics of Artificial Intelligence (2019).] 


The European Parliament subsequently adopted a resolution on Civil Law Rules on Robotics in February 2017.[footnoteRef:268] This included a recommendation to adopt an instrument governing establishing civil law rules on the liability of robots and AI. This would apply to cyber physical systems, autonomous systems, smart autonomous robots and other subcategories.[footnoteRef:269] An EU agency for Robotics and Artificial Intelligence was to be created with a registration system, code of conduct for robotics engineers, research ethics committee (REC) code and model designer licences.[footnoteRef:270]  [268:  European Parliament resolution of 16th February 2017 with recommendations to the Commission on Civil Law Rules on Robotics (2015/2103/INL)).]  [269:  Art 1.]  [270:  Annex.] 


(12)	AI and Super AI Rights

Related issues arise with regard to AI and the emergence of General AI and possibly Super AI. Over 80 separate codes of conduct have been produced in the AI area with over 170 on automated decision making (ADM).[footnoteRef:271] A number of major BigTech companies, for example, established a non-profit Partnership on Artificial Intelligence to Benefit People and Society in 2016 to promote understanding of artificial intelligence (AI).[footnoteRef:272] The OECD has produced five values based principles for responsible use of AI.[footnoteRef:273] The Institute of Electrical and Electronics Engineers (IEEE) established a Global Initiative on Ethics of Autonomous and Intelligent Systems which produced eight general principles within the first edition of its Ethically Aligned Design principles.[footnoteRef:274] The US Computing Community Consortium (CCC) and the Association for the Advancement of Artificial Intelligence (AAAI) have produced a separate proposed 20 Year AI Roadmap.[footnoteRef:275] Research and collaborative work has also been taken forward by OpenAI which was originally set up by Elon Musk and Sam Altman and others in December 2015.[footnoteRef:276] The Future of Life Institute produced 23 common principles for AI following a Conference in Asilomar in Monterey, California in 2017.[footnoteRef:277] [271:  https://algorithmwatch.org/en/ai-ethics-guidelines-global-inventory/.  See also Geoff Mulgan, ‘AI ethics and the limits of code(s)’ https://www.nesta.org.uk/blog/ai-ethics-and-limits-codes/?gclid=Cj0KCQiAmpyRBhC-ARIsABs2EAqHE6mm06sSYAJMobGrkG5F4lneWUkygLI9P2R3uiaVCjQWbb2muksaAuncEALw_wcB.  ]  [272:  Members include Amazon, Google, Facebook, IBM and Microsoft with Apple joining in January 2017. Richard Waters, ‘US tech groups unite to dispel AI fears’ Financial Times (28 September 2016); Seth Fiegerman, ‘Facebook, Google, Amazon Create Group to Ease AI Concerns’ CNN Money (4 December 2016). See also https://www.partnershiponai.org ]  [273:  (1) AI should benefit people and the planet by driving inclusive growth, sustainable development and well-being; (2) AI systems should be designed in a way that respects the rule of law, human rights, democratic values and diversity and should include appropriate safeguards including human intervention where necessary to ensure a fair and just society; (3) there should be transparent and responsible discourse around AI systems to ensure that people understand AI based outcomes and can challenge them; (4) AI systems must function in a robust, secure and safe way throughout their lifecycles and potential risks should be continually assessed and managed; and (5) organisations and individuals developing, deploying or operating AI systems should be held accountable for their proper functioning in accordance with the above principles. OECD, ‘Principles on AI’ available https://www.oecd.org/going-digital/ai/principles/. ]  [274:  These consist of: (1) human rights; (2) well-being; (3) data agency; (4) effectiveness; (5) transparency; (6) accountability; (7) awareness of misuse; and (8) competence. IEEE, Ethically Aligned Design (1ed) 4 and 17-35.]  [275:  This specifies the AI landscape with AI driven capabilities, aspirations, research priorities, cross-cutting issues and recommendations for AI research. CCC and AAAI, A 20-Year Community Roadmap for Artificial Intelligence Research in the US (May 2019).]  [276:  https://openai.com. ]  [277:  Future of Life Institute, Asilomar AI Principles (2017) available https://futureoflife.org/2017/08/11/ai-principles/.] 


An EU High-Level Expert Group on Artificial Intelligence (AI HLEG) has recommended that AI systems be lawful, ethical and robust and has produced a list of seven key requirements on AI systems.[footnoteRef:278] The HLEG has also produced a set of 33 recommendations to promote sustainability, growth, competitiveness and inclusion.[footnoteRef:279] The EU issued a Draft AI Regulation in April 2021.[footnoteRef:280] The EU had produced a White Paper on AI in February 2020 which examined policy options in promoting AI and managing relevant risks.[footnoteRef:281] The European Commission had confirmed that it would bring forward legislation to manage the human and ethical implications of AI as part of its 2019-2024 political guidelines.[footnoteRef:282] AI had also been considered by the European Council in 2017[footnoteRef:283] and by the European Parliament in 2020 and 2021.[footnoteRef:284] [278:  The seven key requirements relate to: (1) Human agency and oversight; (2) Technical robustness and safety; (3) Privacy and data governance; (4) Transparency; (5) Diversity, non-discrimination and fairness; (6) Societal and environmental well-being; and (7) Accountability. EU HLEG, Ethics Guidelines for Trustworthy AI (8 April 2019).]  [279:  AI HLEG, Policy and Investment Recommendations for Trustworthy AI (26 June 2019).]  [280:  European Commission, Proposal for a Regulation laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending certain Union legislative acts (Brussels 21.4.2021) COM (2021) 206 final.]  [281:  European Commission, White Paper on Artificial Intelligence – A European approach to excellence and trust COM (2020) 65 final, 2020.]  [282:  European Commission, ‘A Union that strives for more’ https://ec.europa.eu/commission/sites/beta-political/files/political-guidelines-next-commission_en.pdf. ]  [283:  The European Council called for an examination of AI with data protection, digital rights and ethical standards. European Council, European Council Meeting (19 October) 2017 – Conclusion EUCO 14/17, 2017, p8. See also Council of the EU, Presidency Conclusions – The Charter of Fundamental Rights in the context of Artificial Intelligence and Digital Change (2020) 11481/20.]  [284:  The European Parliament has issued resolutions on AI and ethics, liability and copyright as well as criminal matters and in relation to education, culture and the audio-visual sector (see also nn 262 and 268). The Commission was to propose legislative action to secure relevant opportunities and benefits as well as ensure appropriate ethical principles for the development, deployment and use of AI, robotics and related technologies. European Parliament, Resolution on a framework of ethical aspects of artificial intelligence, robotics and related technologies (20 October 2020) 2020/2012 (INL).] 


The objective of the draft AI Regulation is to create a human centric approach that promotes confidence and trust in AI.[footnoteRef:285] The EU policy is claimed to be principal based and proportionate which responds to relevant risks without limiting technological development or innovation.[footnoteRef:286] The system is compatible with the EU Charter of Fundamental Rights especially with regard to data protection, consumer protection, non-discrimination and gender equality as well as with the EU GDPR and Law Enforcement Directive.[footnoteRef:287] The proposal was adopted within the New Legislative Framework (NLF) for products.[footnoteRef:288] This also supports other core initiatives including the EU Digital Decade,[footnoteRef:289] Data Governance Act,[footnoteRef:290] Open Data Directive[footnoteRef:291] and EU strategy for data.[footnoteRef:292] An appropriate governance system is set up using Member States Authorities and a new European Artificial Intelligence Board (EAIB). The proposal was prepared by a High Level Expert Group (HLEG) on AI set up in 2018 to implement the Commission’s Strategy on Artificial Intelligence[footnoteRef:293] which produced a set of Ethics Guidelines for Trustworthy AI in 2019.[footnoteRef:294] The Commission had adopted Option 3+ following an impact assessment under its Better Regulation policy and Regulatory Scrutiny Board examination.[footnoteRef:295] [285:  Proposal for a Regulation On Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts COM/2021/206 final, 1.]  [286:  This is claimed to be future proof and flexible with predictable, proportionate and clear obligations imposed on systems providers and users over the whole of an AI lifecycle. Proposal for a AI Regulation (n 279), 3.]  [287:  EU Charter of Fundamental Rights (n 173); EU General Data Protection Regulation (EU) 2016/679; and Law Enforcement Directive (EU) 2016/680.]  [288:  Section 5(8).]  [289:  2030 Digital Compass: The European Way for the Digital Decade ( ).]  [290:  European Commission, Proposal for a Regulation on European Data Governance (Data Governance Act) COM/2020/767.]  [291:  Directive (EU) 2019/1024 of 20 June 2019 on open data and the re-use of public sector information (PE/28/2019/REV/1) OJ L 172, 26.6.2019, 56-83.]  [292:  European Commission, A European strategy for data COM/2020/66 final.]  [293:  European Commission, Building Trust in Human Centric Artificial Intelligence COM (2019) 168.]  [294:  HLEG on AI, Ethics Guidelines for Trustworthy AI (2019). See also HLEG on AI, Assessment List for Trustworthy Artificial Intelligence (ALTAI) for self-assessment (2020). ]  [295:  Option 3+ provided for a horizontal EU legislative instrument following a proportionate risk based approach with codes of conduct for non-high risk AI systems. European Commission, Inception Impact Assessment for a Proposal for a legal act of laying down requirements for Artificial Intelligence (2020).] 


The Draft AI Regulation applies to artificial intelligence systems which are defined as techniques and approaches that can generate specific outputs.[footnoteRef:296] The proposal adopts a risk based approach with four levels of Unacceptable risk, High risk, Limited risk and Minimal risk as well as real time remote biometric identification systems.[footnoteRef:297] Specific protections are imposed with regard to other high risk systems where the AI is a safety component or in relation to certain other identified categories of systems.[footnoteRef:298] Specific obligations are imposed on high risk systems[footnoteRef:299] and on system providers and users.[footnoteRef:300] The Regulation contains a notification procedure and standards, conformity assessment and certificate registration procedures with transparency obligations and measures to promote innovation including through the establishment of an AI regulatory sandbox procedure.[footnoteRef:301] Regulatory sandboxes are to provide for a controlled environment to facilitate the development, testing and validation of innovative AI systems over limited time periods before market placement or service.[footnoteRef:302] An European Artificial Intelligence Board (EAIB) is to be established[footnoteRef:303] with appropriate competent authorities appointed in each Member State under the Regulation.[footnoteRef:304] An EU database is to be established to support high risk AI systems providers.[footnoteRef:305] Additional requirements are imposed on post-market monitoring, information sharing and market surveillance,[footnoteRef:306] the development of codes of conduct for non-high risk systems,[footnoteRef:307] confidentiality and penalties,[footnoteRef:308] delegation[footnoteRef:309] and final provisions.[footnoteRef:310] The effect is create a significant though essentially only outline framework for new AI oversight and control within the EU. Certain core prohibitions are imposed with general obligations imposed on identified high risk systems and with other areas being subject to a voluntary codes of conduct mechanism. The core regulatory framework is generally based on general directions on the maintain of risk management systems, data and data governance, technical documentation provision, record keeping, transparency, accuracy, robustness and cybersecurity.[footnoteRef:311] It remains to be seen how these standards will be developed over time. The treatment of many core issues is then omitted such as in relation to recursion, replication, covert operations, super-capacity and singularity as well as the creation of super AI networks and human interface and cyborg mechanisms. [296:  An artificial intelligence system means software that is developed with one or more techniques and approaches (listed in Annex I) which can, for a given set of human defined objectives, generate outputs such as content, predictions, recommendations or decisions influencing the environments they interact with. Art 3(1) Draft AI Regulation (n 279).]  [297:  Certain AI practices are prohibited as generating an unacceptable risk including specifically the use of the deployment of subliminal techniques that could cause physical or psychological harm, discriminatory systems or detrimental forms of social scoring. Art 5(1) Draft AI Regulation. Remote biometric identification may be used for victim targeted search purposes, to prevent a specific, substantial and imminent threat to life or the physical safety of natural persons or a terrorist attack and further detection, localisation, identification or prosecution of a perpetrator or suspect of a criminal offence under the Council Framework Decision 2002/584/JHA.]  [298:  These include: (a) Product safety components; (b) Critical infrastructures; (c) Educational or vocational training; (d) Employment, workers management and access to self-employment; (e) Essential private and public services; (f) Law enforcement interfering with fundamental rights; (g) Migration, asylum and border control; and ((h) administration of justice and democratic processes. Arts 6-7. ]  [299:  High risk AI systems must comply with the obligations imposed (art 8) which include: (1) Adequate risk management systems; (2) Data and data governance; (3) Technical documentation; (4) Record keeping; (5) Transparency and provision of user information; (6) Human oversight; and (7) Accuracy, robustness and cybersecurity. Arts 8-15.]  [300:  These generally apply with regard to ensuring compliance with the relevant requirements, maintaining appropriate quality management systems, providing technical documentation, conducting conformity assessments, using automatically generated logs, corrective actions and duty to provide information to and cooperate with authorities. Specific obligations are imposed on product manufacturers, authorised representatives, importers, distributors, other third parties and users. Arts 16-29.]  [301:  Arts 30-39. 40-51. 52 and 53-55.]  [302:  Art 53(1). These may be established by relevant Member State competent authorities or the European Data Protection Supervisor (EDPS).]  [303:  Arts 56-58.]  [304:  Art 59.]  [305:  Article 60.]  [306:  Arts 61-68.]  [307:  Art 69.]  [308:  Arts 70-72.]  [309:  Art 73.]  [310:  Arts 75-85.]  [311:  Arts 9-15.] 


The European Commission had produced a Coordinated Plan on Artificial Intelligence.[footnoteRef:312] The Coordinated Plan is stated to represent a joint commitment by the European Commission and Member States to maximise Europe’s potential in competing globally. The Commission, Member States and private actors are to accelerate investments in AI technologies to promote resilient economic and social recovery, act on AI strategies and programmes and align AI policy to remove fragmentation and respond to global challenges. The plan contains four key sets of proposals to set enabling conditions for AI development and the uptake of AI in the EU,[footnoteRef:313] make the EU a place for excellence ‘from the lab to the market’,[footnoteRef:314] ensure that AI works for people and is a force for good in society[footnoteRef:315] and build strategic leadership in high impact sectors.[footnoteRef:316] [312:  European Commission, Communication on Coordinated Plan on Artificial Intelligence COM (2018) 795 final reproduced in the Annexes to the Commission Communication on Fostering a European approach to Artificial Intelligence COM (2021) 205 final.]  [313:  Stakeholders would acquire, pool and share policy insights, tap into the potential of data and foster critical computing capacity. Section I. ]  [314:  Stakeholders would collaborate including with public private partnerships on AI, data and robotics, build and mobilise research capacities, provide an environment for developers to test and experiment (TEF) and fund and scale innovative AI ideas and solutions. Section II.]  [315:  Stakeholders would nurture talent and improve the supply of skills necessary to enable a thriving AI ecosystem, develop a policy framework to ensure trust in AI systems and promote the EU vision on sustainable and trustworthy AI across the world. Section III.]  [316:  Stakeholders would build AI into climate and environmental initiatives, use the next generation of AI to improve health, maintain Europe’s lead, in particular, in its Strategy for Robotics in the world of AI, make the public sector a trailblazer for the use of AI, apply AI in the areas of law enforcement, migration and asylum, make mobility safer and less polluting through AI support AI for sustainable agriculture. Section IV.] 


Preparation of a draft text of recommendation on the Ethics of AI has been separately considered with the United Nations system and specifically by the UN Educational, Scientific and Cultural Organisation (UNESCO). The UNESCO was requested to lead and facilitate international work on information society ethics at the World Summit on the Information Society in 2003 and 2004 with work being taken forward through the International Bioethics Committee (IBC) set up in 1993 and World Commission on the Ethics of Scientific Knowledge and Technology (COMEST)[footnoteRef:317] set up in 1998 in coordination with the Intergovernmental Bioethics Committee (IGBC). The Director General of UNESCO was mandated to produce a standard setting instrument on the Ethics of AI in November 2019[footnoteRef:318] with an Ad Hoc Expert Group (AHEG) being established to prepare a draft recommendation text with a working document being produced in April 2020.[footnoteRef:319] The UN Chief Executive’s Board for Coordination (CEB) adopted a strategic approach and roadmap for the development of AI in May 2019[footnoteRef:320] with Secretary General, Antonio Guterres, having stated that AI must become a force for good.[footnoteRef:321] UNESCO had earlier adopted a framework of Internet Universality and Human Rights, Openness, Accessibility and Multi-stakeholder (ROAM) participation approach in 2015 with a network of UNESCO chairs and Category II Centres assisting develop relevant AI partnerships such as with the International Research Centre on Artificial Intelligence (IRCAI).[footnoteRef:322] [317:  COMEST, Report of COMEST on Robotics Ethics (2017); and COMEST, Preliminary Study on the Ethics of Artificial Intelligence (2019) (n 267).]  [318:  UNESCO 40 C/Resolution 37. ]  [319:  UNESCO, Toward a Draft Text of a Recommendation on the Ethics of Artificial Intelligence (Paris, 10 April 2020) SHS/BIO/AHEG-AI/2020/3 REV.]  [320:  A United Nations system-wide strategic approach and roadmap for supporting capacity development on artificial intelligence CEB/2019/1/ADD3.]  [321:  Special Address by Antonion Guterres, Secretary General of the United Nations, World Economic Forum (23 January 2020).]  [322:  https://ircai.org/.] 


The AHEG April 2020 working document on AI Ethics considers alternative AI definitions including in the COMEST 2019 study on AI Ethics[footnoteRef:323] and EU White Paper on AI.[footnoteRef:324] The principles and policy recommendations produced were to be based on international human rights[footnoteRef:325] with the Internet Universality framework endorsed by the UNESCO General Conference in 2015 and by the High Level Panel on Digital Cooperation applying the Human Rights, Openness, Accessibility and Multi-stakeholder participation (ROAM) principle. The foundational values would then be based on human rights and fundamental freedoms, inclusivity and non-discrimination (‘Leaving no one behind’) with sustainable development and environmental protection.[footnoteRef:326] Fifteen outline principles were identified by the roundtable discussion on Recommendation 3C by the Secretary General’s High Level Panel on Digital Cooperation.[footnoteRef:327] COMEST had also identified eight specific principles.[footnoteRef:328] It was accepted that many available AI ethics principles were vague and difficult to implement with the AHEG objective being to move from high level statements to actionability.[footnoteRef:329] Ethics was to be considered with decision taking and design, action and evaluation with capacity building, following the CEB strategic approach and roadmap.[footnoteRef:330] The development of an ethical impact assessment (EIA) would also assist predict consequences, mitigate risk, avoid harmful consequences, facilitate participation and deal with societal challenges.[footnoteRef:331] The AHEG produced an outline skeleton document.[footnoteRef:332] A summary of possible principles is provided in Annex 3 structured in terms of human rights,[footnoteRef:333] inclusiveness,[footnoteRef:334] flourishing,[footnoteRef:335] autonomy,[footnoteRef:336] explainability,[footnoteRef:337] transparency,[footnoteRef:338] awareness and literacy,[footnoteRef:339] responsibility,[footnoteRef:340] accountability,[footnoteRef:341] democracy,[footnoteRef:342] good governance,[footnoteRef:343] sustainability,[footnoteRef:344] safety and security,[footnoteRef:345] gender, age, privacy,[footnoteRef:346] solidarity,[footnoteRef:347] value of justice,[footnoteRef:348] holistic approach, trust, freedom, dignity, remediation and professionalism.[footnoteRef:349] Other policy actions are outlined including for adoption by the private sector.[footnoteRef:350] A list of relevant source documents is produced in Annex 5. A list of other documents concerned with AI ethical, legal and social implications is provided in Annex 6. [323:  COMEST defined AI with reference to ‘machines capable of imitating certain functionalities of human intelligence, including such features as perception, learning, reasoning, problem solving, language interaction, and even producing creative work.’ COMEST (2019) (n 317).]  [324:  AI was generally referred to as ‘a collection of technologies that combine data, algorithms and computing power.’ EU Commission, White Paper on Artificial Intelligence (2020). ]  [325:  UN Secretary General, Strategy on New Technologies (September 2018) available https://www.un. org/en/newtechnologies/. ]  [326:  AHEG Working Document (April 2020) (n 318) Paris 32-35. See Figure 1 on a structural ‘Ethical AI Approach’ following the UNESCO emblem (n 10).]  [327:  (1) Accountability; (2) Accessibility; (3) Diversity; (4) Explainability; (5) Fairness and non-discrimination; (6) Human Centricity; (7) Human Control; (8) Inclusivity; (9) Privacy; (10) Reliability; (11) Responsibility; (12) Safety; (13) Security; (14) Transparency; and (15) Trustworthiness. AHEG Working Document (n 318) para 36.]  [328:  (1) Education; (2) Science; (3) Culture; (4) Communication and information; (5) Peace; (6) Africa; (7) Gender; and (8) Environment. Para 47.]  [329:  Para 49.]  [330:  Para 50.]  [331:  Para 55.]  [332:  Annex 1 with the eight part list of UNESCO specific central ethical concerns. (Annex 2 and (n 318) above. ]  [333:  (1) Principle of human rights; (2) Human dignity; (3) Rights base; (4) Principle of respect of fundamental rights; (5) Human centred values and fairness; (6) Human rights; and (7) Secure a just transition and ensure support for fundamental freedoms and rights. Annex 3.]  [334:  (1) Accessibility; (2) Diverse perspectives on the benefits and risks of AI technology; (3) ‘Whole of government’ and ‘Whole of Society’ approach; (4) Multi-stakeholder partnership; (5) Cooperation and synergy; (6) Diversity inclusion principle; (7) Inclusive growth, sustainable development and wellbeing; (8) Shared benefit; and (9) Fairness and non-discrimination.]  [335:  (1) Balancing economic, social and environmental goals; (2) Value of beneficence; (3) Well-being principle; (4) Prioritising well-being; (5) Promotion of human values; (6) Beneficence; (7) AI must serve people and planet; and (8) Well-being. Annex 3.]  [336:  (1) Value of autonomy; (2) Principle ‘under user control’; (3) Respect for autonomy principle; (4) Adopt a human in command approach; and (5) Human control of technology. Annex 3.]  [337:  (1) Transparency and explainability; and (2) Comprehension. Annex 3.]  [338:  (1) Openness; (2) Principle of transparency, impartiality and fairness; (3) Transparency; and (4) Transparent AI system. Annex 3.]  [339:  AIS technology misuse and aware. Annex 3.]  [340:  (1) Principle of responsibility; and (2) Professional responsibility. Annex 3.]  [341:  (1) Accountability; and (2) Band attribution of responsibility to robots. Annex 3.]  [342:  Democratic participation principle. Annex 3.]  [343:  (1) Multi-stakeholder governance; and (2) Establish global governance mechanism. Annex 3.]  [344:  (1) Sustainability development principle; and (2) Sustainability. Annex 3.]  [345:  (1) Do no harm principle; (2) Prudence principle; (3) Principle of quality and security; (5) Robustness, security and safety; (6) Non-maleficence; and (7) Safety. Annex 3.]  [346:  (1) Value of privacy; and (2) Protection of privacy and intimacy principle. Annex 3.]  [347:  (1) Solidarity; and (2) Principle of solidarity and social justice. Annex 3.]  [348:  (1) Equality; (2) Justice, fairness and equity; (3) Equity principle; and (4) Equality. Annex 3.]  [349:  Annex 3.]  [350:  (1) Promoting research; (2) Putting human rights up front; (3) Promoting transparency; (4) Educating about cost-benefit and inequality; (5) Practicing multi-stakeholder governance; (6) Mainstreaming AI ethics; (7) Investing in AI research and development; (8) Fostering a digital ecosystem for AI; (9) Shaping an enabling policy environment for AI; (10) Building human capacity and preparing for labour market transformation; (11) International cooperation for trustworthy AI; (12) Establishing impact assessment; (13) Ensuring education; (14) Ensuring systemic changes and processes; (15) Providing for technical measures and governance strategies; (16) Ensuring responsibility and accountability; (17) Providing for technical solutions, research and awareness and regulatory approaches; (18) Ensuring beneficence; (19) Ensuring trust; (20) Ensuring sustainability; (21) Ensuring gender sensitive approach; (22) AI systems must be equipped with an ethical ‘black box’; (23) Ensuring human centred AI; (24) Ensuring democracy; (25) Use of AI in public service delivery; (26) Ensuring open market; (27) Data policy; (28) Fighting digital divide; (29) Ensuring infrastructure; and (30) With specific provisions applying to the private sector and technical community, academia, civil society, media actors and UNESCO, UN agencies and other international organisations. Annex 4.] 


Separate issues arise with regard to the development of ‘super artificial intelligence’ or super intelligent robots.[footnoteRef:351] Superintelligence generally refers to the development of artificial intelligent capacity in advance of humans across a full range of activities. This corresponds with general AI rather than narrow AI.[footnoteRef:352] Specific residual concerns have to be considered with regard to levels of machine sentience, artificial consciousness, liability or control and human interfaces.[footnoteRef:353] [351:  See, for example, Nick Bostrom, Superintelligence: Paths, Dangers, Strategies (OUP Oxford 2014).]  [352:  Bostrom, Superintelligence (n 350).]  [353:  Section 9(8).] 


7.	NEW AND FUTURE TECHNOLOGY ARCHITECTURE

Society has been massively impacted by developments in technology driven specifically by the power, breadth, depth, speed and continuity of innovation. Technology can nevertheless be used to refer to a number of elements or components without any clear structure, division or discussion. It is accordingly necessary to attempt to develop a new technology taxonomy or  architecture to understand all of the core elements and how these interrelate relate. This can be summarised in terms of power, propulsion, products (machinery), processing (computers) and prescription (controls) although a more complex and complete classification can also be produced.[footnoteRef:354] For the purposes of this paper, a basic division can be adopted which distinguishes physical and digital technologies and with digital including both access and applied components. This can then be extended again to include a fourth set of global (SMARTS or STARTS) technologies component.[footnoteRef:355] A four part division can accordingly be developed which consists of 24 specific technologies as part of this new taxonomy which will include all areas and sub-areas and sub-fields.      [354:  (nn 8 and 9).]  [355:  Section 7.] 


The core physical technologies may be summarised in terms of energy and power,[footnoteRef:356] transportation[footnoteRef:357] and propulsion, manufacturing and production, building and construction, engineering and carbon capture. [footnoteRef:358] While this may be considered in terms of physical technology, the most significant recent innovations have been in the area of digital technology[footnoteRef:359]. Energy, biotechnology and nanotechnology with robotics can be considered to constitute hybrid or combination technologies using physical and digital elements or digital controls and applications. The SMARTS (or STARTS) elements would the consist of Social, Market, (or Trade), Atmospheric (Climate), Regulatory, Technological and Security elements.[footnoteRef:360] [356:  These include Multioptional Solutions for Energy Storage Systems (MoSESSs);]  [357:  These include Electric Vehicles (EVs) and Plug-in Hybrid Electric Vehicles (PHEVs); Autonomous Vehicles (AVs), Advanced Driver Assisted Vehicles (ADAVs) and Self-Drive Vehicles (SDVs).]  [358:  (n 8). This may be summarised in terms of ‘Manufacturing, Automation (capture), Transport, Treatment (biotech), Energy and Robotics’ (MATTER). ]  [359:  Section 3.]  [360:  Walker (n 26).] 


Digital technologies can generally be considered to be made up of access, process or infrastructure technologies (AccessTech)[footnoteRef:361] and then applied, process or substantive technologies (AppliedTech).[footnoteRef:362] Applied or process technologies are defined for the purposes of this paper to consist of alternative energy systems, computing and quantum computing, digital connections and telecommunications (including cyber security), cloud computing and cloud networks, decentralisation (with blockchain and graph technology) and the Internet and World Wide Web (www).[footnoteRef:363] Applied or process technology consists of data management and data analysis, coding and automation (including other forms of advanced programming), [footnoteRef:364] biotechnology nanotechnology, applied robotics and cybernetics with machine reading, machine learning and artificial intelligence and machine sentience.[footnoteRef:365]  [361:  This may be summarised in terms of ‘Alternative (energy), Computing (and cloud), Connection, Energy, Systems and Structure (decentralisation)’ (ACCESS).]  [362:  This may be summarised in terms of ‘Automation, Programming and Processing, Intelligence, Learning, Embryonic (biotech), Data’ (APPLIED).]  [363:  Section 7(1)(6).]  [364:  Section 7(2)(7) and (8).]  [365:  Section 7(2)(8), (9) and (10).] 


While each of these advances brings its own substantial benefit and value the overall benefits may be massively more substantial. It is also necessary to consider them together to identify relevant common issues and challenges as well as recurrent themes and responses. It is accordingly possible to begin to construct a series of common standards and codes of conduct to determine relevant rights and duties in each of these key areas. This can then be joined together to create a more complete and integrated consolidated restatement of provisions (CORRECT) which could include appropriate common controls or protocols in each of the key areas concerned.  

(1)	Access and Infrastructure Technology

A series of essential new challenges and associated rights initially arise in ensuring common and equal access to technology and in designing and constructing effective technology access, processing and infrastructure systems (AccessTech or INFRAs). These may be summarised in terms of ‘Telecommunications, Energy, Computing and loud, Hubs (Internet) and data Systems’ (TECHS) or ‘Telecommunications, Energy, Computing and cloud, Hubs (networks), Nanotech and biotech, Internet, Cyber security, Ledgers and data Systems’ (TECHNICALS). 

(1)	Alternative Energy and Fusion Technology

Energy systems have historically been based on the burning of fossil fuels principally in the form of wood, coal, oil and gas. This results in an increase in the amount of CO2 in the atmosphere which leads to global warming and climate damage. Specific energy advances are expected in the areas of fusion, including cold fusion, and thorium reactors to avoid the waste difficulties with current nuclear fission plants.[footnoteRef:366] A range of other alternative energy solutions have been developed more recently including solar photovoltaic and solar thermal, wind turbine and airborne or altitude systems, hydroelectric, wave and tidal (including floating turbines), geothermal and biomass (including biomass boilers) and biofuels energy production methods.[footnoteRef:367] A substantial number of advances have been possible in recent decades which have increased energy production output levels and efficiency of these new options. Further pressure has arisen to create new system, in particular, following the COP 26 event in Scotland in October and November 2021.[footnoteRef:368]  [366:  Generation I nuclear reactors were test or experimental. Generation I consisted of Pressure Water, Boiling Water and Gas Cooled Reactors during the 1960s-1990s. Generation II plus and III represented improved Generation II models with higher levels of efficiency and security. Proposed Generation IV innovations include Molten Salt, Fast Neutron and Pebble Bed Reactors (using tri-structural isotropic (Triso fuels) with Small Modular Reactors (SMRs). New Micro-Reactors are also being developed that can burn inter alia fusion waste material. See, for example, https://world-nuclear.org/.    ]  [367:  IPCC (n 212).]  [368:  (n 217).] 


(2)	Computing and Quantum Computing

Quantum computing forms part of the larger new area of quantum technology. This has been referred to as providing the basis for a ‘second quantum revolution’ after a ‘first quantum revolution’ which explains physical laws at the microscopic level.[footnoteRef:369] Quantum technology was outlined in 1997[footnoteRef:370] and in later technical journals.[footnoteRef:371] Quantum technology applies quantum theory in the areas of physics and engineering to develop new forms of technical application. Quantum technology is based on quantum mechanics which also underlies quantum physics, quantum chemistry and quantum information science including quantum information theory. Quantum field studies are transforming the manner in which science and the world are examined. The Danish physicist, Niels Bohr (1885-1962) stated that those who are not shocked when they first come across quantum theory cannot possibly have understood it.[footnoteRef:372] [369:  See, for example, Daniel Garisto, ‘Second Quantum Revolution’ Symmetry Magazine (12 1 2022)]  [370:  Gerard J Milburn, Schrodinger’s Machines – The Quantum Technology Reshaping Everyday Life (GJ Milburn, WH Freeman & Co 1997).]  [371:  Jonathan P Dowling and Gerard J Milburn, ‘Quantum Technology: The Second Quantum Revolution’ (2003) arXiv:quant-ph/0206091. See also David Deutsch, ‘Physics, Philosophy, and Quantum Technology’ in JH Shapiro and O Hirota (eds), Proceedings of the Sixth International Conference on Quantum Communication, Measurement and Computing (Rinton Press, Princeton, New Jersey 2003).]  [372:  Niels Bohr quoted in W Heisenberg, Physics and Beyond (Harper and Row 1971) 206.] 


The development of quantum computing was proposed in 1980 by the American Physicist, Paul Benioff,[footnoteRef:373] as a quantum equivalent to the English computer scientist, Alan Turing’s, ‘a (automatic) machine’ originally produced in 1936.[footnoteRef:374] The idea was developed by the American physicist, Richard Feynman and by the Russian mathematician Juri Manin.[footnoteRef:375] American mathematician, Peter Shor, produced a quantum algorithm for factoring integers in 2006.[footnoteRef:376] A number of limitations nevertheless remain in the development of quantum computers. Developers attempt to reach quantum supremacy with quantum machines being able to produce a solution not capable by traditional computers.  [373:  Paul Benioff, ‘The computer as a physical system: A microscopic quantum mechanical Hamiltonian model of computers as represented by Turing machines’ Journal of Statistical Physics [1980] 22(5) 563-591.]  [374:  Alan M Turing, ‘On Computable Numbers, with an Application to the Entscheidungsproblem’ Proceedings of the London Mathematical Society [1937] Series 2, 42(1) 230-265.]  [375:  Richard Feynman, ‘Simulating Physics with Computers’ International Journal of Theoretical Physics [June 1982] 21(6/7) 467-488.]  [376:  David Mermin, ‘Breaking RSA Encryption with a Quantum Computer: Shor’s Factoring Algorithm’ Lecture Notes on Quantum Computation (28/3/2006).] 


Quantum computing uses quantum circuits which parallel circuits and logic gates in traditional computing using irreversible and reversible logic gates. A quantum computation then consists of a network of logic gates and measurements. Computation requires a definite phase relationship between different states in quantum coherence. Coherence is lost when the system is not perfectly isolated including during measurement which creates decoherence.[footnoteRef:377] The three principal types of quantum computer are quantum annealers,[footnoteRef:378] quantum analog computers[footnoteRef:379] and universal quantum computers. A universal quantum computer would require around 100,000 qubits which could be used for searching, sampling, processing, cryptography and machine learning and AI purposes. Difficulties nevertheless continue with securing stable operational conditions to remove interference and with error correction to remove necessary information on noise.[footnoteRef:380]  [377:  Decoherence was identified by the German theoretical physicist Heinz-Dieter Zeh, ‘On the Interpretation of Measurement in Quantum Theory’ Foundations of physics (1970) vol 1, 69-76.]  [378:  Quantum annealers can be used to solve optimisation and sampling problems although these only represent the powerful form of new quantum machines with little efficiency advantage over conventional computers. The first commercial quantum annealer was produced by the Canadian firm, D-wave Systems Inc in 2011.. https://www.dwavesys.com. ]  [379:  Analog simulators carry out specific functions using 50 to 100 qubits and could form part of a transition to full quantum computing. See, for example, Peter Byrne, ‘Analog Simulators Could Be Shortcut to Universal Quantum Computers’ Scientific American [6 May 2015]. ]  [380:  Byrne (n 378).] 


(3)	Digital Connections and Telecommunications

Data communication or telecommunication involves the transfer or transmission of information or data messages. This may be in the form of text, signs, signals, sounds and images transferred by wire or cable, optical devices or radio or electromagnetic waves.[footnoteRef:381] This includes by radio communication, telegram, telegraphy and telephony.[footnoteRef:382] Telecommunication involves the conversion of a message into a signal which is transferred from the transmitter through a transmission medium to the receiver. A telecommunications network consists of the aggregation of transmitters, receivers and transmission media divided into separate channels. A number of significant advances are under development in these areas which includes the move from G5 to G6 and then further in many of the world.[footnoteRef:383] Significant advances have also been possible in relation to photonics which, in particular, forms the basis for the internet and fibre optic cabling. Photonics is also increasingly being used in computing to create new forms of photonic rather than electronic circuitry. This can specifically be combined with neuromorphic neural networks to develop advanced new photonic neuromorphic computing systems which could for the basis for future AI technology.[footnoteRef:384]         [381:  Telecommunication is defined as any ‘transmission, emission or reception of signs, signals, writing, images and sounds or intelligence of any nature by wire, radio, optical or other electromagnetic systems.’ Constitution of the International Telecommunication Union (Geneva 1992) Annex 1012.]  [382:  Annex 1009, 1013, 1016 and 1017.]  [383:  See, for example, https://www.g6-global.com/.]  [384:  Section 7(2)(6).] 


(4)	Cloud Computing and Cloud Networks 

Cloud computing was originally referred to by US computer manufacturer, Compaq.[footnoteRef:385] Computing clouds are distinct from computing grids.[footnoteRef:386] Cloud computing is a form of distributed computing which also includes client server,[footnoteRef:387] 3-tier,[footnoteRef:388] N-tier[footnoteRef:389] and peer-to-peer[footnoteRef:390] systems. Computers are then moved from static closed systems to Personal Area Networks (PANs), Local Area Networks (LANs), geographic Metropolitan Area Networks (MANs) and Wide Area Networks (WANs) using larger telecommunications networks which include the internet.[footnoteRef:391] These networks are generally connected through Ethernet technology which was standardised by the Institute of Electrical and Electronics Engineers (IEEE) in New York in 1985.[footnoteRef:392] This has been followed by other increasingly decentralised and distributed systems. A number of increasingly sophisticated computing networks have been created in recent years. These include Cloud computing (using large numbers of high capacity central servers), Cloudlets (sub-centralised models), Fog computing (partially localised systems), Edge computing (with data collected and processed at source) networks. [385:  The term cloud computing was originally referred to by George Favaloro and Sean O'Sullivan at Compaq in 1996. Antonio Regalado, ‘Who Coined ‘Cloud Computing’?’ MIT Technology Review (31 October 2011). Compaq (short for ‘Compatibility And Quality’) was originally established in Texas in February 1982 by Rod Canion, Jim Harris and Bill Murto formally from Texas Instruments with the original name of Gateway Technology. Compaq was acquired by Hewlett-Packard in 2013. ‘Hewlett-Packard and Compaq agree to merge, creating $87 billion global technology leader’ (3 September 2001) HP Press Release available https://www8.hp.com/us/en/hp-news/press-release.html?id=230610. ]  [386:  A cloud is ‘a large pool of usable usable and accessible virtualized resources’ (including hardware, development platforms and services) which can be ‘dynamically re-configured to adjust to a variable load (scale)’ and allow for ‘an optimum resource utilisation.’ Luis M Vaquero, Luis Rodero-Merino, Juan Caceres and Maik Lindner, ‘A Break in the Clouds: Towards a Cloud Definition’ Computer Communication Review [January 2009] vol 39 (1) 50-55. Grid computing uses connected computers to carry out separate functions which is distinct from cluster computing with each system carrying out the same task or function. Supercomputing uses multiple processors connected within a single communication system. ]  [387:  Client server architectures separate client (requesters) and service or server (providers). See, for example, Ramez Elmasri and Shamkant B Navathe, Fundamentals of Database Systems (3ed 2000). See, for example, Sukumar Ghosh, Distributed Systems – An Algorithmic Approach (Chapman & Hall 2007).]  [388:  3-tier models use an intermediate stateless client that does not retain data for use in future applications. ]  [389:  N-tier architectures presentation, processing and data management functions are separated in different layers.]  [390:  Peer-to-peer systems provide for direct access between network nodes without any separate servers or routing with nodes acting as consumers and suppliers of services. Peer-to-peer functioning systems were developed with Napster which was developed by Shawn Fanning and Sean Parker in 1999. https://us.napster.com ]  [391:  Section 7(1)(9).]  [392:  The Ethernet was originally developed by Xerox Parc (Palo Alto Research Center) in 1973 following the ALOHAnet model developed by Robert Metcalfe. Gerald W Brock, The Second Information Revolution (Harvard University Press 2003) 151.] 


(5)	Distributed Ledger Technology (DLT), Blockchain and Graph Technology

Distributed Ledger Technology (DLT) operates through multiple distinct nodes that are connected to other units through an extended network and operate on an independent and equal or non-hierarchical basis following the launch of Bitcoin by the anonymous Satoshi Nakamoto in 2009.[footnoteRef:393] A wide range of new decentralised application platforms and programs will be developed and that allow users to access and process data and services on a direct and localised basis. Decentralised applications in the form of DAPPS are principally associated with DLT) and blockchain. These are specifically constructed on the basis of such programs as Ethereum, NxT and IOTA as well as possibly EOS or Tron. These benefit from direct party access and local control. A degree of decentralisation is nevertheless also available through cloudlets, fogging and edge computing which allows local data collection and processing even if services are centralised.[footnoteRef:394] A combination of increasingly complex, interconnected and emergent data management systems will accordingly be constructed over time.  [393:  See Satoshi Nakamoto, ‘Bitcoin: A Peer-to-Peer Electronic Cash System’ (2008).]  [394:  Section 7(2)(4). ] 


(6)	Internet and World Wide Web 

The Internet constitutes a global connection of computers using Internet Protocol (IP) addresses. The Internet is principally made up of fibre optic cables including around 300 submarine cables that connect the major cities in the world.[footnoteRef:395] The Internet supports the world wide web, email, data transfer and file sharing (using File Transfer Protocol (FTP)), instant messaging, Internet fora and social networking. Internet users are connected through around three separate tiers of network systems.[footnoteRef:396] Messages are broken up into smaller groups or packets which are specifically used to break signals up to allow transmission in the event of damage to the network.[footnoteRef:397] These pass through three application, Transmission Control protocol (TCP) and internet protocol (IP) layers and the hardware layer within the transmission and receipt computer.[footnoteRef:398] Packet messages are transmitted through a routing hierarchy using the IP address attached by the IP protocol layer.[footnoteRef:399] IP addresses can also be identified through the internet Domain Name Service (DNS).[footnoteRef:400] Application protocols include the Hypertext Transfer Protocol (HTTP)[footnoteRef:401] which is used to identify pages on the world wide web with email using the Simple Mail Transfer Protocol (SMTP).[footnoteRef:402] Standards are developed by the Internet Engineering Task Force (IETF) which was set up in 1986.[footnoteRef:403]  [395:  See, for example, TeleGeography, ‘World wired web’ available https://www.telegeography.com. ]  [396:  Tier 1 consists of the large telecommunications companies that transmit data through fibre optic cables with payment free interconnection or peering. Tier 2 consists of Internet Service Providers (ISPs) which purchase transit access through Tier 1 networks. Tier 3 ISPs purchase access through other networks on a single homed or multi homed basis.]  [397:  The message is converted from its text or other format form into electronic signals for transmission at the hardware layer. Rus Shuler, ‘How Does the Internet Work?’ (2002) available https://web.stamford.edu/class/msande91si/www-spr04/readings/week1/internetwhitepaper.htm. Diagram 4.]  [398:  The application protocol assigns the message to the specific service on the internet such as email, FTP or the world wide web. Port numbers are assigned to each packet by the TCP. Destination addresses are attached by the IP layer. Computers are connected to the internet either through LAN routers or through modems connected through the public telephone network to a modem pool and ISP port server and then the router. Diagram 3. Ibid.]  [399:  Routers use routing tables which list IP addresses with messages being sent up to the next router if the address is not recognised until a router can direct the message to the relevant IP address. Diagram 5.]  [400:  The DNS is held in the form of a hierarchy across a large number of DNS servers each of which hold part of the database. Domain names are searched by referring message requests across DNS servers until the relevant name and IP address is located. Diagram 6.]  [401:  A web address is framed as a Uniform Resource Locator (URL) which is a form of Uniform Resource Identifier (URI). URLs can be used to identify web pages (HTTP), electronic mail (Mailto), file transfer (FTP), databases (JDBC) and voiceover internet protocol (VoIP). This is distinct from Hypertext Markup Language (HTML) which is used to create pages on the world wide web.]  [402:  The Internet Protocol Address (IP) and Domain Name System (DNS) are maintained by the Internet Corporation for Assigned Names and Numbers (ICANN) which was set up in 1998. https://www.icann.org. Standards are developed by the Internet Engineering Task Force (IETF) which was set up in 1986. ]  [403:  https://www.ietf.org.] 


Computers, the internet and the World Wide Web can be considered each to have evolved in, at least, five major stages or phases. Computers developed from earlier mechanical to vacuum tube and electronic circuit, transistors, integrated circuits, multiple store programming and supercomputing.[footnoteRef:404] Five iterations of the World Wide Web can also be distinguished with access only (1990s), reactive and self-publishing (2000s), execution only (2010s) and future machine net and immersive.[footnoteRef:405] [404:  Walker, History of Money, Finance and Financial Technology (Unpublished 2017).  ]  [405:  Ibid.] 


The internet originated with the construction of the ARPAnet project in 1969 to develop a military research network on the basis of a decentralised computer network.[footnoteRef:406]  In 1972, the ARPAnet consisted of 40 networked computers using the same protocol the Network Control Protocol (NCP). The network then expanded considerably as a large number of other research agencies and universities joined.[footnoteRef:407] The ethernet protocol for local networks was then introduced in 1974 following work at Harvard University.[footnoteRef:408] The term internet was also used for the first time in 1974 by Vint Serf and Bob Kahn in a paper on 'Transmission Control Protocol' which was conducted on behalf of DARPA.[footnoteRef:409] The internet was opened to genera commercial access in 1995.  [406:  The Advanced Research Projects Agency (ARPA) have been set up by the US Department of Defence in 1957 to develop technological projects following the launch of the first Sputnik by the Soviet Union.    ARPA was renamed the Defence Advanced Research Project Agency (DARPA) in 1972.  See D. Kristula, The History of the Internet (March 1997) available www.davesite.com\wabstation\net-history.shtml; and H. Walt, The Brief History of the Internet, www[0].delphi.com\navnet\fag\history.html.  ]  [407:  These initially included UCLA, MIT, Stamford and Harvard in the United States and then University College London and Norway's Royal Radar Establishment in 1973. ]  [408:  This was based on research conducted by Bob Metcalfe's on Packet Networks. See Walt (n 403).]  [409:  See Kristula (n 403).  ] 


(2)	Applied and Process Technology 

A parallel series of rights and duties have to be confirmed in the areas of applied, function or substantive technology (AppliedTech). This is necessary to ensure that these processes are only used in an appropriate manner and respect essential human rights, dignities and protections. These may come for example, be summarised in terms of ‘Robotics, Embryonics, Security, Programming, Nanotech and biotech and Systems Environment’ (RESPONSE) or possibly ‘Data, Internet, Genomics,  iteration, Telecommunications, AI,  decentralised Ledgers and Security’ (DIGITALS). [footnoteRef:410] [410:  This could also be summarised in terms of ‘Computing and cloud, Operations, Management Programming, Ledgers, Energy, Telecommunications & Embryonics’ (COMPLETE) systems.] 


(1)	Data Management and Data Analytics

Big data refers to the systematic examination of information held in large data sets that cannot be processed through general data processing software due to their size or complexity. Big data refers to data sets the mass of which is beyond the ability of typical database software tools to capture, store, manage and analyse and which can only be processed using specialist software or hardware.[footnoteRef:411] Data is defined for the purposes of this text as structured, organised or controlled information with information referring to any statement of fact, opinion or law.[footnoteRef:412] This may include structured, unstructured or semi-structured information which is determined by the extent to which it is pre-ordered in some form. The reference to big in general requires the data sets to be in excess of one terabyte (one trillion) bytes, peta (one thousand trillion), exa (a million trillion) or a zetta (billion trillion) or possibly even a yotta (trillion trillion) with a byte representing eight individual units of digital information. It was predicted that the global datasphere would increase from 33 zettabytes in 2018 to 175 zettabytes by 2025.[footnoteRef:413] The Internet of Things (IoT) would produce 90 zettabytes of data by 2025 with China possibly becoming the largest specific datasphere by 2025 having grown at 30% per year between 2018 and 2025.[footnoteRef:414]  [411:  McKinsey, Big Data: The next frontier for innovation, competition, and productivity (1 May 2911) 1.]  [412:  GA Walker, ‘Digital Information and Data’ The International Lawyer (2020).]  [413:  David Reinsel, John Gantz and John Rydning, The Digitization of the World – From Edge to Core IDC (November 2018) 3.]  [414:  4.] 


(2)	Coding and Automation

Computer code can be used to create fully automated and self-executing contracts or smart contracts. A smart contract was originally designed as a computerised transaction protocol that executes the terms of a contract.[footnoteRef:415] A smart contract can be defined as ‘an automatable and enforceable agreement’.[footnoteRef:416] The objective is to carry out specific contractual functions on an automated basis such as with making and collecting payments, transferring property, protecting property, executing security rights or other enforcement remedies. Early forms included digital bearer certificates or digital cash protocols.[footnoteRef:417] Smart contracts use protocols with user interfaces to formalise and secure relationships over computer networks.[footnoteRef:418] Smart contracts effectively transfer contractual principles encoded in common law to computer code. This can support the development of new digital market economies. Smart contracts can be considered to have begun with vending machines with more complex other property management arrangements possible. Smart contracts can either be considered from the perspective of the contract and contractual rights or the property concerned which creates separate smart property. Blockchain smart contracts use distributed ledger based blockchain technology.[footnoteRef:419] [415:  Nick Szabo, ‘Smart Contracts’ (1994) available https://www.fon.hum.uva.nl/rob/courses/informationinspeach/ cdrom/literature/lotwinterschool2006/szabo.best.vwh.met/smart.contracts.html. ]  [416:  This may be automatable by computer although parts may require human input and control and be enforceable either by the legal execution of rights and obligations or through tamper-proof computer code. Christopher D Clack, Vikram A Bakshi and Lee Braine, ‘Smart Contract Templates: Foundations, design landscape and research directions’ (2 August 2016) Cornell University arXiv:1608.00771.]  [417:  Nick Szabo, ‘Contracts with Bearer’ (1997) available https://www.fon.hum.uva.nl/rob/courses/ informationinspeech/cdrom/literature/lotwinterschool2006/szabo.best.vwh.met/bearer_contracts.html. ]  [418:  Szabo, ‘Formalizing and Securing Relationships on Public Networks’ (1997) available https://firstmonday.org/article/view/548/469 .]  [419:  Szabo referred to blockchain technology as the ‘jet fuel necessary for smart contracts to become commonplace in business transactions’. Chamber of Digital Commerce, Smart Contracts: 12 Use Cases for Business & Beyond (December 2016) Foreward 3.] 


Different types of smart contract taxonomy or typologies are distinguished. These include static and dynamic, smart contract code and contract,[footnoteRef:420] strong and weak contracts,[footnoteRef:421] internal and external,[footnoteRef:422] and integrated and non-integrated depending upon whether the contract is solely written in code.[footnoteRef:423] An integrated model may only use computer code while a non-integrated model would use natural language.[footnoteRef:424] Contracts may also be distinguished depending on whether they allow for code conclusion or with the program entering into new contracts, or only performance.[footnoteRef:425] [420:  Josh Stark, ‘Making Sense of Blockchain Smart Contracts’ Coindesk (4 June 2016).]  [421:  Max Raskin, ‘The Law and Legality of Smart Contracts’ Georgetown Law Technology Review [22 September 2017] 307. ]  [422:  International Swaps and Derivatives Association, White Paper: Smart Contracts and Distributed Ledger – A Legal Perspective (August 2017) 22.]  [423:  EBRD, Smart Contracts: Legal Framework and Proposed Guidelines for Lawmakers (October 2018) 12-13.]  [424:  EBRD and Clifford Chance (n 420) 13.]  [425:  EBRD and Clifford Chance (n 420) 14.] 


(3)	Biotechnology and Cryptography Nanotechnology         

Biotechnology is concerned with the study and use of living organisms and systems for productive or other social purposes or functions. Biotechnology is applied biological science and bioengineering. BioTech is of particular use and vaue in the security and cryptography areas. The Hungarian agricultural engineer, Karoly Ereky (1878-1952) referred to biotechnology in 1919 as ‘all lines of work by which products are produced from raw materials with the aid of living things’.[footnoteRef:426] Bioengineering focuses on human health and medicinal applications. Biotechnology dates from ancient times and was originally concerned with the domestication of animals and farm and arable management. Modern biotechnology uses cellular and biomolecular technology to develop new products and processes as well as a number of tools including DNA sequencing, recombinant DNA, DNA synthesis and genome editing, to control biological processes. These are then used in healthcare and medicinal applications, agriculture and crop production, other manufacturing processes and environmental management. Biotechnology can be considered to heal, feed, build and fuel or save the world.[footnoteRef:427] A parallel field of philosophy of biology considers the philosophy of science, debates within biology and biology relevant applications.[footnoteRef:428] A number of separate issues arise with regard to biotechnology ethics or bioethics. [426:  Ereky used technology to improve pig breeding and production and recognised the importance that ‘biotechnologie’ could provide in responding to social issues including food and energy supply. Karoly Ereky, Biotechnology of Meat, Fat and Milk Production in an Agricultural Large-Scale Farm (P Parey Berlin 1919 in German). For discussion, MG Fari and UP Kralovanszky, ‘The founding father of biotechnology: Karoly (Karl) Ereky’ International Journal of Horticultural Science [2006] 12 (1) 9-12.]  [427:  See, for example, ‘What is Biotechnology?’ https://www.bio.org/what-biotechnology. ]  [428:  This includes the philosophy of evolutionary biology, systematic biology, molecular biology, developmental biology and ecology and conservation biology. See, for example, ‘Philosophy of Biology’ Stanford Encyclopedia of Philosophy (1 June 2020) available https://plato.stanford.edu/entries/biology-philosophy/. ] 


(4)	Biotechnology and Cryptography Nanotechnology         

Nanotechnology (nanotech) or molecular nanotechnology refers to the development of technology at the atomic and molecular (including supramolecular) levels for manufacturing and production purposes. While biotechnology uses living organisms, nanotechnology develops inorganic and manmade materials. Nanotech or nanoscale technologies attempt to manage and manipulate matter between one and 100 nanometers or one billionth of a meter (0.000 000 001m). Nanotechnology is essentially concerned with the creation, separation, combination, consolidation, deformation or destruction of materials at the atomic or molecular level. The manipulation of atoms was referred to by the American theoretical physicist, Richard Feynman (1918-1988) in 1959[footnoteRef:429] with nano-technology first being referred to by the Japanese scientist, Norio Taniguchi, in 1974.[footnoteRef:430] This was developed by the American engineer, K Eric Drexler.[footnoteRef:431] Scanning tunneling microscopes (STMs), which produce surface images at the atomic level, were created in 1981[footnoteRef:432] with 10 nm multigate metal-oxide-semiconductor field-effect transistors (MOSFETs) being produced in 1987.[footnoteRef:433] Nanotechnology either operates through original molecular assembly (bottom-up) or molecular deconstruction (top-down) with new fields arising in the areas of nanoelectronics, nanomechanics, nanoionics and nanophotonics.  [429:  Richard Reynman, ‘There’s Plenty of Room at the Bottom: An Invitation to Enter a New Field of Physics’ Annual Physical Society Lecture, California Institute of Technology (Caltech) (29 December 1959).]  [430:  Norio Taniguchi, ‘On the Basic Concept of ‘Nano-Technology,’ Proceedings International Conference, Japan Society of Precision Engineering, 1974.]  [431:  K Eric Drexler, Engines of Creation: The Coming Era of Nanotechnology (Doubleday US 1986 with 2nd ed 2007). See also K Eric Drexler, Nanosystems: molecular machinery, manufacturing, and computation (1992).]  [432:  Gerd Binnig and Heinrich Rohrer, ‘Scanning tunneling microscopy’ IBM Journal of Research and Development (1986) 30 (4) 355-69.]  [433:  Bijan Davari et al, ‘Submicron Tungsten Gate MOSFET with 10 nm Gate Oxide’ Symposium on VLSI Technology Digest of Technical Papers (1987) 61-62.] 


(5)	Applied Robotics and Cybernetics

Robotics is generally concerned with the use of programmable or autonomous machines or mechanisms that can carry out physical functions generally using sensors and actuators.[footnoteRef:434] This may include an automaton, or automata, mechanical devices intended to imitate humans or human functions. Robotics falls within cybernetics which is concerned with control systems.[footnoteRef:435] Robots can be used for agricultural, industrial, construction, domestic and military purposes as well as human collaboration (cobots) and in nanotechnology (nanobots). Roboethics is concerned with the design, manufacture, use, transfer and destruction of robots with robot rights involving possible issues of identity and liability.[footnoteRef:436] [434:  Robots were first referred to by the Czech writer, Karel Capek, in a 1920 play, R.U.R. (Rossum’s Universal Robots) with Karel Capek attributing the use of the word to his brother, Josef Capek. Dominik Zunt, ‘Who did actually invent the word ‘robot’ and what does it mean?’ Karel Capek website (23 January 2013).]  [435:  Cybernetics means governance in Greek and was referred to as the ‘art of navigation’ in Plato’s The Republic (c375 BC) Book 6. Robert Vallee, ‘History of Cybernetics’ Systems Science and Cybernetics (vol III).
The American mathematician, Norbert Wiener (1894-1964) defines cybernetics as ‘the scientific study of control and communication in the animal and the machine’. Norbert Wiener, Cybernetics: Or Control and Communication in the Animal and the Machine (MIT Press Cambridge Mass 1948).]  [436:  EU Parliament Report with Recommendations to the Commission on Civil Law Rules on Robotics (2015/20103 (INL)). ] 


(6)	Machine Reading, Machine Learning and Artificial Intelligence
Machine reading is concerned with the development of systems to allow machines to receive, comprehend and process language instructions including Natural Language Processing (NLP). This involves the construction of syntax and taxonomies that machines can accept and process. The Financial Conduct Authority (FCA) in the UK has, for example, been working on the development of programme that allow machines to follow rules and then respond automatically to any change in the rules imposed.[footnoteRef:437] Machine learning is concerned with recursion and the ability of programmes to evolve over time. This has been referred by the Bank of England and FCA in the UK as involving the development of models for prediction and pattern recognition from data with limited human intervention.[footnoteRef:438] This  has a wide possible range of applications in the financial services area and elsewhere and can analyse large data sets, detect patterns and solve problems at speed especially where combined by increased computational power.[footnoteRef:439] The FCA has been developing a separate programme with the PRA on Digital Regulatory Reporting (DRR) to assist financial regulatory reporting more efficient and effective.[footnoteRef:440] Machine intelligence can be understood to refer to the stage beyond machine reading and machine learning where programmes develop a general cognitive ability and approach artificial general intelligence (AGI). The Bank of England and FAC established an Artificial Intelligence Public-Private Forum (AIPPF) in October 2020 to promote dialogue between the public and private sectors to understand better the use and impact of AI in financial services and support the Bank’s objective of promoting the safe adoption of the technology.[footnoteRef:441] The AIPPF produce a final report in Februar 2022.[footnoteRef:442] [437:  Walker, ‘RegTech’ (n 36).]  [438:  Machine learning involves a number of separate stages or processes: (a) Data acquisition and ingestion; (b) Feature selection and engineering; (c) Model engineering and performance metrics; (d) Model validation; (e) Deployment and safeguards. Bank of England and FCA, Machine Learning in UK Financial Services (October 2019) 3 and Figure 2, section 5.]  [439:  5.]  [440:  FCA, ‘Digital Regulatory Reporting’ available https://www.fca.org.uk/innovation/regtech/digital-regulatory-reporting. ]  [441:  https://www.bankofengland.co.uk/Events/2020/October/fintech-ai-public-private-forum. ]  [442:  AIPPF, Artificial Intelligence Public-Private Forum (February 2022).] 

AI studies can be considered to have begun with the examination of formal reasoning by ancient Greek, Chinese and Indian scholars which was followed by later calculating machines such as the British mathematician, Charles Babbage's Analytical Engine in 1837.[footnoteRef:443] Modern AI study began with a workshop at Dartmouth College, Hanover, New Hampshire in 1956.[footnoteRef:444] A number of advances were made during the 1960s and later in the 1980s although there were two periods of under investment (referred to as the ‘AI Winter’) around 1974-1980 and 1987-1993.[footnoteRef:445] AI study recovered again during the late 1990s with increased hardware and software capability, inter-disciplinary interest and a focus on more specific useable solutions. The FSB summarises more recent drivers of interest in the use of AI in the FinTech area in terms of such supply side factors as improved technology and infrastructure in data supply and demand factors including profitability, competition and regulatory demand especially in terms of prudential and data reporting, anti-money laundering, best execution and other obligations.[footnoteRef:446]  [443:  The British computer scientist, Alan Turing, constructed a theory of machine computation using binary symbols, 0 and 1, with the American mathematician, Alonzo Church, and Turing producing the Church Turning thesis under which digital computers could simulate formal reasoning. Turing complete refers to the ability to simulate and abstract Turing automatic machine or more generally that a machine can carry out all accomplishable tasks by computers. Stuart J Russell and Peter Norvig, Artificial Intelligence: A Modern Approach (Prentice Hall New Jersey 3ed 2009). See, for example, David Berlinski, The Advent of the Algorithm (Harcourt Books 2000); and Charles Babbage, Passages from the Life of a Philosopher (Longman, Roberts & Green London 1864). ]  [444:  The workshop was attended by Allen Newell (Carnegie Mellon University), Herbert Simon (Carnegie Mellon University), John McCarthy (Massachusetts Institute of Technology), Marvin Minsky (Massachusetts Institute of Technology) and Arthur Samuel (IBM). See generally Daniel Crevier, AI: The Tumultuous Search for Artificial Intelligence (BasicBooks New York 1993); HP Newquist, The Brain Makers: Genius, Ego, And Greed In The Quest for Machines That Think (Macmillan New York 1994); Pamela McCorduck, Machines Who Think (AK Peters Natick, MA 2004); and Nils Nilsson, The Quest for Artificial Intelligence: A History of Ideas and Achievements (Cambridge University Press 2009); Pedro Domingos, The Master Algorithm: How the Quest for the Ultimate Learning Machine Will Remake Our World (BasicBooks 2015).]  [445:  The first period followed a report by the British mathematician, Sir Michael James Lighthill on AI in 1973 for the Science Research Council (SRC) in the UK which was critical of the research conducted in the area with specific reference to the ‘combinatorial explosion’ problem (with the number of possible computations becoming too large and impracticable to calculate) and intractability (with limited practical capability). The market for general purpose computers running the LISP programming language for AI and expert systems subsequently collapsed in 1987. Russell and Norvig (n 440). ]  [446:  FSB, Artificial intelligence and machine learning in financial services ( ) 7-10 and Figure 4, 9.] 


AI generally operates through the use of algorithms which are simple or more complex overlapping structured computer program instructions. A number of specific objectives can be identified including symbolic, sub-symbolic, connectionism, statistical learning and integrated approaches. A number of challenges can be identified including with regard to knowledge representation, prediction, automated enhancement, perception, natural language processing (NLP) and collective, group or social intelligence. Particular tools are used such as search optimisation, formal logic, probability, classification and neural networks. Additional issues arise in terms of machine intelligence, ethics, sentience, applied robotics and transhumanism. As financial institutions have increasingly adopted machine learning techniques, authorities have begun to examine the regulatory issues that may arise. 

The EU has proposed new Regulation on AI as well  as supporting updated  Framework Plan and separate revised measure on Machinery Products Regulation.[footnoteRef:447] [447:  Section 4(12).] 

8.	GLOBAL AND SMARTS TECHNOLOGY 

A number of separate continuing global challenges can be identified all of which include a significant technology element. All of the protections referred to above must work with other existing essential global challenges and measures to create a larger total effective integrated global control regime. This could the form a fourth six part element within the new technology taxonomy, architecture or framework under construction.[footnoteRef:448] This would be based on the core SMARTS framework with a STARTS response agenda as noted. [footnoteRef:449] This could contain any contingent ‘Collective (social), Habitation (natural disasters), Atmospheric (Climatic), Regulatory, Technology & Safety’ (CHARTS) event. This can be considered in terms of positive rights and entitlements conferral, exogenous threat management and structured response with an equivalent 6 part model applying each case. All of this can then be incorporated into a consolidated restatement (CORRECT).  [448:  Section 7. ]  [449:  Walker (n 26).] 


(1)	Fundamental Human Rights Law & Technology
	
A compact set of core social or community entitlements can be extracted from existing Human Rights and related laws.[footnoteRef:450] A condensed version of 12 core individual and 12 social principles can then be developed within a new consolidated set of individual and social standards. This would operate within a series of underlying ‘Enhanced Targeted Higher Integrity Conduct Standards’ (ETHICS) or ‘Ethical Conduct Higher Official Standards’ (ECHOS) and include both individual ‘Managed Official Regulatory and Legal Standards’ (MORALS) and collective ‘Special Official Collective & Individual Advanced Living Standards’ (SOCIALS). The individual or standards could consist of rights to: (1) Life: (2) Liberty; (3) Legal identity and protection; (4) Privacy; (5) Avoidance physical and economic slavery; (6) Non-discrimination; (7) Equality; (8) Freedom of thought, conscience and religion; (9) Freedom of expression; (10) Education; (11) Freedom to marry and have a family life; and (12) Nationality and passport. The parallel or supporting social rights could consist of: (1) Protection from hunger and proper provision of food and water; (2) Shelter and clothing; (3) Heat and energy; (4) Prevention of poverty and provision of a minimum standard of living; (5) Medicines and health provision; (6) Employment and training; (7) Hold private property; (8) Freedom of movement; (9) Welfare and care provision; (10) Peaceful assembly; (11) Voting and in democratic inclusion; and (12) Guaranteed legal rights and protection.  All private and public organisations would be expected to adhere to these, in particular, with regard to working conditions, infrastructure, sustainable communities and supporting effective, accountable and inclusive institutions.  [450:  Section 7(1).] 

 
(2)	World Trade Law & Technology	

A core series of minimum market and trade rights can be extracted from existing international trade law. The WTO had been set up under the Final Act concluding the eighth GATT Uruguay Round in April 1994 and Ministerial Marrakesh Agreement.[footnoteRef:451] International trade in goods for formerly dealt with under the General Agreement of Tariffs and Trade (GATT) adopted under the Bretton Woods Treaty arrangements agreed in 1944 with a series of other agreements, annexes, decisions and undertakings being entered into to establish the WTO in 1985 and provide for trade and services and intellectual property rights.[footnoteRef:452] Further progress has nevertheless been limited, in particular, under the Doha Development Round (DDR) which was commenced in Doha, Qatar in November 2001 with meetings being held between 2001 and 2015 and concluding in Nairobi, Kenya in December 2015.[footnoteRef:453]  [451:  WTO, ‘Legal text – Marrakesh Agreement’ (1994) available https://www.wto.org/english/docs_e/legal_e/ 04-wto_e.htm. ]  [452:  These general consist of the Agreement establishing the WTO; Multilateral Agreements on Trade and Goods (including the GATT 1994 and Trade Related Investment Measures (TRIMs); General Agreement on Trade and Services (GATS); Agreement on Trade-Related Aspects of Intellectual Property Rights (TRIPS); dispute settlement; and government trade policy reviews. WTO, ‘The Uruguay Round’ available https://www.wto.org/ english/thewto_e/whatis_e/tif_e/factfive_e.htm. ]  [453:  WTO, ‘WTO – Nairobi Package’ (19 December 2015) WT/MIN(15)/45-WT/L/980.] 


Two specific core sets of market and trade principles could be extracted from the GATT and WTO systems as well as EU Single Market model to form the basis for the new ‘Global SMART Market’ or ‘Digital Advanced (or adaptive) Market’ (DAM) which could be given effect to under a Global Reciprocal Economic Area Treaty’ (GREAT) framework.[footnoteRef:454] Again, these can be considered separately or together. The market principles could, for example, consist of: (a) Open and inclusive trade; (b) Open market access; (c) Free and fair markets; (d) Open pricing; (e) Open competition; (f) Prohibition on cross-border dumping; (g) State aid balance; (h) State control balance; (i); Trade cooperation (j) Development support; (k) Development sequencing; and (l) International monetary and financial stability.  [454:  (n 31); and Walker (n 26).] 


A separate set of trade principles could then be agreed consisting of: (a) Open conditional access (on adherence to the SMART framework); (b) Non-discrimination and Most Favoured Nation (MFN);[footnoteRef:455] (c) Non-discrimination and the national treatment; (d) Zero tariff, quota and MME targeting; (e) Progressive liberalisation; (f) Minimum harmonisation of standards (MHS); (g) Home country control (HCC) or Country of origin (COO) control; (h) Restricted general good on national interest derogation; (i) Special and differential (S&D) treatment for developing and emerging economies; (j) Controlled contingency measures; (k) Enhanced surveillance and conditional access enforcement mechanism; (l) Structured dispute settlement within the WTO framework and continuing revision and review.  [455:  This would consist of both Most Favoured Nation (MFN) with non-discrimination between countries and National Treatment (NI) with no discrimination between imported and locally produced goods. Patrick Love and Ralph Lattimore, ‘Trade Rounds and the World Trade Organization’ in Love Lattimore, International Trade (OECD 2009) Chapter 5 p 85.] 


(3)	Climate Law & Technology			

A dedicated package of measures could be agreed to establish a ‘Control Linkage and Integrated Management of Atmospheric Tools or targets and the Environment’ (CLIMATE).[footnoteRef:456] This would include a 12 point core set of core principles and objectives could be agreed to assist manage climate exposure on a collective basis. These could, for example, include:[footnoteRef:457] (a) Open and inclusive participation based on the principles of sovereign autonomy, sovereign territorial and resource exclusivity but also sovereign responsibility; (b) Industrial, development and energy resource access and fairness; (c) Nationally determined contribution (NDC) identification[footnoteRef:458] and progressive NDC reduction; (d) Minimum 2% C target and net zero emissions; (e) Stocktake and ratcheting mechanism; (f) Mitigation and carbon markets to limit and manage carbon production; (g) Development of consistent sustainable development and adaptation policies; (h) Adoption of aggressive damage limitation polices; (i) Provision of substantial financial assistance packages; (j) Development of carbon conversion and carbon absorption and safe storage technologies with increased  technical cooperation; (k) Promotion of education and public awareness with trust and confidence; (l) Capacity building with the construction of appropriate institutional structure and proper and timely ratification and entry.  [456:  G A Walker, ‘Climate & Environmental Law - Carbon Management and a Carbon Free Future’ (2023 Forthcoming).	]  [457:  Walker, ‘Endogenous Exogenous and Existential Risk’ (n 26). ]  [458:  The Paris Agreement operates by setting ‘Nationally Determined Contributions’ (NDCs) to secure the ambitious progression of the objectives of the Agreement over time with NDCs being reported every five years and registered with the UNFCCC Secretariat in Bonn, Germany. ‘Art 3 Paris Agreement; and https://www.wri.org. ] 


This could be incorporated into a ‘Climate Action Protocol’ (CAP) supported by relevant guidance and bridge documentation. A separate Energy Protocol could also be agreed to support this work which would attempt to ensure minimum energy supplies as well as allocate costs responsibly and fairly and with further guidance provided as necessary.[footnoteRef:459] Emerging economies could be assisted through a separate ‘Sustainable Assistance, Finance & Engagement’ (SAFE) programme or ‘Sustainable Assistance, Value & Ethics’ (SAVE) protocol.[footnoteRef:460] This could restate and consolidate other UN Sustainable Development Goals and development objectives referred to above.[footnoteRef:461] While the SMARTS agenda could focus on climate impact, STARTS could incorporate a series of new development principles based on SAFE and SAVE. [459:  For similar key parallel principles of energy law (nn 218 and 219).]  [460:  (n 294) above. SAFE and SAVE can also be used with reference to ethics. Section 7(2) and (n 484). ]  [461:  Section 7(4) and (n 184). ] 

 
(4)	Financial Regulation Law & Technology	

Separate core provisions can be adopted in the financial area to ensure that firms behave in accordance within minimum standards and obligations and that the stability of financial markets and infrastructure systems is properly protected at all times.[footnoteRef:462] Such a condensed or consolidated set of principles be developed or ‘Financial Integrity & Network Ethics (FINE). These could consist of the following: (1) Integrity; (2) Skill, Care and Diligence; (3) Management, Control and Systems; (4) Financial Resources and Prudence;(5) Proper Market Conduct; (6) Respect Clients’ Interests; (7) Respect Client Communications; (8) Protect Client Assets; (9) Protect Client Trust; (10) Avoid Conflicts of Interest; (11) Continuity Planning and Resolution; and (12) Full Regulatory Compliance and Cooperation. This can be summarised in terms of the Commitment, Care, Control, Capital, Conduct, Consideration, Choice, Caution, Confidence, Consent, Coordination and Cooperation.  [462:  Walker (n 26); and Section 9.] 


(5)	Technology Codes & Ethics		

Two parallel sets of access, process and infrastructure as well as applied, functional or substantive rights and principles can be developed to govern the use and application of technology going forward. This would represent a more general formulation of existing relevant conditions while these are revised, targeted and made legally and regulatory relevant. This can either be considered in more general terms[footnoteRef:463] or with a more detailed and specific set of provisions adopted in particular use areas.[footnoteRef:464] [463:  Walker (n 26).]  [464:  Section 9(7) and (8).] 

 
(6)	Cyber Technology & Laws of War 	

The laws of war have to be revised and updated to reflect modern market, geopolitical and technology conditions.[footnoteRef:465] A number of general principles can again be extracted in this area to govern the use of war and warfare. These may, for example, include: (a) Proper justification or military necessity; (b) Legitimate military objective; (c) Proper distinction between combatants and civilians; (d) Proportionality; (e) Disclosure; (f) Surveillance; (g) Humanitarian assistance injured; (h) Nuclear non-proliferation; (i) Remote weaponry controls; (j) Lethal Autonomous Weapons or Weaponry (LAWS) bans (including Lethal Autonomous Biological weapons (LABS) or Autonomous NanoTech Deployment weapons (NANOs or LANDS); (k) War crime prosecution; and (l) Adherence and Review. The objective would be to create a clear and concise set of applicable minimum principles and standards for application in all cases. These could be set out in an appropriate protocol under the SMARTS framework with a parallel set of crisis management measures (or Safety) included within the STARTS agenda. [465:  Walker (n 26).] 


All of these provisions may then be incorporated into a single consolidated restatement of relevant CORRECT global measures.[footnoteRef:466]  [466:  Section 9(3).] 


9.	TECHNOLOGY LAW AND ETHICS COMMENT	

New technology brings massive potential benefit and value but also significant new or aggravated risk and exposure. This involves a substantial number of forms of new technology and technology application with many different conditions and terms of operation and function. It is nevertheless possible to begin to construct a new common control framework than can be used in all of these areas. In so doing, the specific benefits of laws, regulations and ethical principles can be combined to produce the most effective result or composite position. While this can create a comprehensive and coherent framework of measures, this can also be made compact and succinct to avoid unnecessary overlap, duplication and replication. This will substantially assist access and understanding to all interested parties including non-specialist users. A series of short forms acronyms can also be used to assist comprehension and application as outlined below.       

(1)	Law, Code and Ethics (LET and LEFT)

A large number of draft codes of conduct and ethics have been produced in the technology area. Many of these are of a high quality although they are often repetitive, inconsistent or incomplete. Many have also been drafted without reference to specific underlying international law, European and national rights protections. It is essential to maintain an effective relationship between ‘Law, Ethics and Technology’ (LET) within an effective ‘Legal and Ethical Framework for Technology (LEFT). It is also necessary to ensure that law and ethics, law and technology and law code and work effectively together in a seamless manner. 

The objective of more general principles is to establish an appropriate set of ‘Enhanced, Targeted, Higher, Integrated Conduct Standards’ (ETHICS). These could be based on such ideas as ‘Fairness, Accountability, Sustainability & Transparency’ (FAST) as well as ‘Equality & Respect’ (FASTER).[footnoteRef:467] The effect of this is to create a series of ‘Fundamental Rights, Ethics & Entitlements’ (FREE) or ‘Fundamental Individual Rights & Entitlements’ (FIRE). These can also be considered in terms of essential ‘Rights, Ethics & Standards of Conduct, Understanding and Entitlement’ (RESCUE). These can then be given effect to through a set of more specific ‘Rights, Ethics & Standards Protection, Enforcement & Capture Tools’ (RESPECT). [467:  Section 9(3) below.] 


It is possible to begin to construct a more coherent and complete programme of measures. This can be applied in the ‘AI and Robotics’ (AIR) and ‘Artificial Intelligence & Machine Sentience’ (AIMS) areas as well as in other technology applications. The effect is to create a single integrated code of control measures in relation to modern technology and technological applications. This can also be used to assist respond to continuing global issues, including in relation to social and community rights, climate protection, regulation and governance, technology and warfare, as well as wider exogenous and existential threats and events.[footnoteRef:468] The purpose is to consider these as a single integrated set of challenges and responsibilities as well as opportunities and capabilities. Understanding them together also facilitates commitment and management and improves overall treatment and effect.  [468:  Section 8.] 


(2)	Consolidated Restatement (CORRECT and CAPITAL)

It is possible to construct and integrated set of key standards that apply in all technology areas. A new complete and comprehensive legal, regulatory and ethical framework can be developed to ensure that all relevant rights and interests are properly protected at all times. This can be referred to as creating a ‘Consolidated Official Restatement of Rules, Ethical Conduct & Technology’ (CORRECT) which can be supported by a ‘Consolidated Adaptive Protocol & Integrated Technology & Law’ (CAPITAL) programme. All of this would operate effectively tougher as a single integrated legal, regulatory, ethical as well as aspirational and code system. All of this can be achieved by constructing a single integrated set of essential governing legal rights or entitlements, supporting regulatory standards and key sets of implementing ethical principles. Additional more general guidance or aspirational and more specific computer code provisions can also be incorporated. 

A new complete, coherent but compact technology taxonomy or architecture can then be adopted based on a series of core physical,[footnoteRef:469] digital access or infrastructure,[footnoteRef:470] applied or process[footnoteRef:471] and global (SMART or START)[footnoteRef:472] measures. These can be summarised in terms of ‘Physical Use Technologies’ (PUTs) or ‘Physical Advanced (Action or Adaptive) Technologies’ (PATs) with ‘Access, Process and Telecommunications (or Infrastructure)’ (APTS of INFRAs) and ‘Application, Robotic & Cybernetic Standards’ (ARCS or APES) provisions. Each of these is considered further below.  [469:  (n 8).]  [470:  APTS would consist of: (7) Alternative Energy & Fusion Technology; (8) Computing & Quantum Computing; (9) Digital Connections, Telecommunications and Cyber Security; (10) Cloud Computing & Cloud Networks (including Fogging and Edge computing); (11) Blockchain and Graft Technology; and (12) Rebuilding the Internet & World Wide Web (WWW).]  [471:  ARCS would consist of: (13) Big Data Management and Data Analytics; (14) Computer Coding & Automation with Smart Contract; (15) Bio Technology (Biotech) and Nano Technology (Nanotech); (16) Applied Robotics & Cybernetics; (17) Machine Reading (MR), Machine Learning (ML) & Machine Intelligence (MI); and (18) Artificial (or Autonomous) Intelligence (AI) and Super Intelligence. ]  [472:  SMARTS consists of: (1) Social Care and Individual rights; (2) Markets & Trade; (3) Atmospheric and Climate: (4) Regulation and Governance; (5) Technology failure; and (6) Security and Safety. Walker: ‘Endogenous, Exogenous and Existential risk’ (n 26).] 


(3)	Special Technology Advanced Regulation &	 Advanced Technology Order
Management’ (STAR & ATOM)
A dedicated regulatory regime can be established to oversee the introduction and development of all forms of ‘Advanced New Technology’ (ANTs) or ‘Modern Advanced Technology’ (MAT) and not be restricted to ‘AI & Robotics’ (AIR). This could be referred to as a ‘Special Technology Advanced Regulation’ (STAR) or ‘Special Technology Advanced Regulation System’ (STARS). This can be operated through a series of ‘Advanced Technology Order Management’ (ATOM) mechanisms or ‘Advanced Technology Official Management, Inspection & Control’ (ATOMIC) tools conditions. 
A basic grading or scaling model could be created within the regulatory framework to provide for a risk based system. Five risk levels can be summarised in terms of ‘Restriction, Regulation, Reservation, Reporting and Release’. Certain types of technology would be prohibited outright. These can include certain ‘Robotic (or Regulated) Open Behaviour Ordinance Standards’ (ROBOS).[footnoteRef:473] A second level of technologies that produced higher levels of risk or social concern could operate through an application and licensing or authorisation system based on equivalent measures such as those applicable in the UK in the financial area.[footnoteRef:474] A core common set of regulatory mechanisms would apply in such cases.[footnoteRef:475] This regulatory system can also be extended at the third level to apply to cover certain reserve technology areas where some clear public interest applies with regard to the discharge of the functions concerned.[footnoteRef:476] Other intermediate fourth level technologies would be subject to a simplified reporting or notification regime which would still allow regulatory authorities to monitor developments within the markets and adjust the scaling as necessary. Other classes of low level technology or risk would be exempt from control. A set of key ‘Financial Integrity & Network Ethical’ (FINE) standards could be applied.[footnoteRef:477] All of this would still be based on the ‘Rule of Law & Ethics’ (ROLE) which would apply ‘Regulatory (or Recognised) Undertakings of Law & Ethics’ (RULEs).[footnoteRef:478]        [473:  Section 9(7).]  [474:  These are imposed under PRIN with UK financial firms subject to the integrated regulatory system set under the Financial Services and Markets Act 2000 as amended inter alia by the Financial Services Act 2012 (n 484 below). G A Walker, ‘Financial Services’ and ‘Banks and Banking’ in Walker, Purves and Blair, Financial Services Law (OUP Oxford 5 ed 2023) Chs 1 and 16.  ]  [475:  These might include the following: (1) authorisation requirements including threshold conditions; (2) prudential requirements including capital and liquidity with accounting; (3) reserve asset maintenance and management requirements; (4) orderly failure and insolvency requirements; (5) systems, controls, risk management and governance; (6) notification and reporting; (7) recordkeeping; (8) conduct requirements; (9) financial crime; (10) outsourcing rules; and (12) operational resilience, service reliability and continuity planning. See, for example, para 3.23, HM Treasury, UK regulatory approach to cryptoassets and stablecoins (January 2021).]  [476:  This might, for example, include: (1) product safety measures; (2) critical infrastructures; (3) educational or vocational training; (4) employment; (5) law enforcement; (6) official surveillance; (7) migration, asylum and border control; (8) administration of justice; (9) voting and democratic processes; and (12) other essential private and public services. See, for example, Arts 6-7. European Commission, Draft AI Regulation (n 279).]  [477:  These could consist of: (1) Integrity; (2) Skill, Care and Diligence; (3) Management Control & System; (4) Financial Resources & Prudence; (5) Proper Market Conduct; (6) Respect Clients’ Interests; (7) Respect Client Communications; (8) Protect Client Assets; (9) Protect Client Trust; (10) Avoid Conflicts of Interest; (11) Ensure Continuity Planning and Resolution; and (12) Maintain Full Compliance & Cooperation with authorities. These are based on a restated form of UK Financial Conduct Authority (FCA) Principles for Businesses (PRIN) and Prudential Regulation Authority (PRA) Fundamental Rules (FRs) (n 474).]  [478:  ROLE and RULE would consist of: (1) Authority; (2) Certainty; (3) Transparency; (4) Prospectivity; (5) Due Process; (6) Equal Access; (7) Proportionality; (8) Independence & Impartiality; (9) Rights Connectivity; (10) Control Derogation; (11) Sanction & Remedy; and (12) Implementation Review.] 

The use of Regulatory Sandboxes in the FinTech area can also be extended to apply to wider ‘Technology Sandboxes’ with dedicated regulatory regimes being set up to assist technology companies and platforms bring new products and services to market without any financial stability or consumer protection damage.[footnoteRef:479] Separate online digital ‘Compendia of Technology Standards’ can be developed to set out all relevant technology measures using hyper text mark-up language (html) links to other standard setting websites. Parallel online ‘Technology Directories’ can be produced which would include equivalent html links to all national or domestics measures. These two sets of provisions together would effectively create a form of complete global technology rule book in the FinTech, RegTech and TechTech areas. Separate ‘Technology Plena’ could be established to bring together relevant national and international agencies to coordinated policy formulation and operational implementation.[footnoteRef:480] New forms of adaptive, collaborative, iterative, resilient and emergent approaches to supervision and regulation based on new Regulatory Technology (RegTech) tools can also be reapplied in the technology area.[footnoteRef:481]          [479:  G A Walker, ‘Regulatory Technology’ The International Lawyer (n 34) Section. ]  [480:  Other ‘Technology Colleges’, ‘Technology Crisis Management Groups’ and cross-border ‘Technology Cooperation Agreements’ could be used to create an equivalent regulatory framework to that that applies to large financial firms in the technology area. Walker, ‘RegTech’ (n 34).      ]  [481:  Walker (n 34).] 

The effect of all of this would be establish a dedicated control regime for all new forms of technology to be fully supported and with competition and innovation promoted but without any threat to markets or social order. This would operate within a larger parallel regime for financial markets with many of the most important new technologies being applied within or funded by financial markets. This would also assist establish a form of full proto global control model that could operate effectively within the necessary constraints of the existing national state based Public International Law order system in place.            
(4)	Core Values and Data Protection (CORE & DATAS) 

A number of key common provisions can be developed as part of this larger consolidated restatement. The would provide a key set of absolute minimum principles and protections which consolidate but develop many existing provisions but within a new single integrated policy framework. These can be considered in terms of compliance or pre-compliance with certain key original conditions, principles or objectives which could be referred to as absolute ‘Conditions Objectives, Rules & Ethics’ (CORE) provisions.[footnoteRef:482] These can, for example, be made up of separate interconnected ‘Conditions for Advanced Standards & Ethics’ (CASE)[footnoteRef:483], ‘Core Application Principles & Ethics’ (CAPE) [footnoteRef:484] and ‘Common Objectives for Regulation & Ethics (CORE).[footnoteRef:485]  [482:  This is distinct from Consolidated Official Rules & Ethics. Section 9(2).]  [483:  Every Condition for Applied Regulation & Ethics (CARE) would generally be universal, immediate, indivisible, inviolable, inalienable, absolute, automatic, inclusive, owned, accessible, comprehensible and continuous and permanent. These may also be referred to as CARE (Conditions for Applied Regulation & Ethics).]  [484:  These may also be considered in terms of ‘High Ethical & Legal Principles’ (HELP). These would be based on: (1) Individual & Social Respect; (2) Personal & Social Responsibility; (3) Benevolence & Non-Malevolence; (4) Choice & Consent; (5) Control & Confidentiality of Data; (6) Equality & Diversity; (7) Inclusion & Ownership and Collective or Shared Benefit; (8) Publicity & Transparency; (9) Efficiency & Sustainability; (10) Leadership & Sequencing; (11) Intra and Inter-generational Responsibility; and (12) Catastrophic, Exogenous & Existential Responsibility. ]  [485:  These may also be referred to as ‘General Ordered Advanced Living Standards’ (GOALS) or ‘High Ethical, Law & Legal Objectives’ (HELLO). These may be considered in terms of: (1) Protect the dignity of life and existence; (2) Protect the dignity of Humankind; (3) Protect the Continuity of the Species; (4) Ensure a Minimum Quality of Life; (5) Equality of Opportunity; (6) Social Advance & Evolution; (7) Knowledge Accumulation & Exchange; (8) Knowledge Protection ‘Commons’; (9) Technological Access; (10) Technological Literacy; (11) Intergenerational planning (‘Cathedral Thinking’); and (12) Planetary and Biodiversity Conservation. The Commons refers to the need to protect points of common interest as with the management of collective grazing areas for livestock under the ‘Tragedy of the Commons’. Cathedral Thinking is concerned with the need to plan on an inter-generational basis possibly over decades and hundreds of years as with early medieval Cathedral and Church planning. See, for example, Rick Antonson, ‘Cathedral Thinking’ TED x TED Talks (27 April 2013) Stanley Park, Vancouver, BC.] 


These can also be considered in terms of ETHICS (Enhanced, Targeted, Higher, Integrated, Conduct Standards), ‘Fundamental Rights, Ethics & Entitlements’ (FREE) or ‘Ethical Conduct Higher Official Standards’ (ECHOS).[footnoteRef:486] These would specifically include individual ‘Managed Official Regulatory & Legal Standards’ (MORALS) and collective ‘Special Official Collective & Individual Advanced Living Standards’ (SOCIALS). This may also be considered in terms of social or collective ‘Socially Agreed Fundamental Ethics’ (SAFE) or ‘Social Advanced Values & Ethics’ (SAVE) and individual or personal ‘Fundamental Individual Rights & Ethics’ (FIRE). Accepted Fundamental Rights[footnoteRef:487] would then consist of a combination of both social or collective (SOCIALS, SAFE or SAVE) and individual or personal (MORALS or FIRE) rights. All of this would incorporate ‘Fundamental Rights, Ethics & Entitlements’ (FREE) or ‘Human Advanced Values & Ethics’ (HAVE).  [486:  These would correspond with the MORALS and SOCIALS referred to above with regard to the restatement and consolidation of Fundamental Human Rights. Section 8(1). ]  [487:  These would reflect key underlining provisions including the Universal Declaration on Human Rights (UDHR), European Convention on Human Rights (ECHR) and European Charter on Human Rights (EU Charter) as well as other core United Nations conventions and treaty obligations. Section 6(1) and 8(1).] 


This could also be considered in terms of more specific TECHS (‘Technology Ethics & Conduct High Standards’).  This can be given effect to through a more specific set of ‘Rights, Ethics & Standards Protection, Enforcement & Capture Tools’ (RESPECT) which could be based on particular ‘Objectives for Regulatory Assisted Conduct, Law & Ethics’ (ORACLE) or ‘Special Enhanced Regulation & Integrated Ethics Standards’ (SERIES). This can be referred to as operating through a new ‘Digital Ethics, Law & Technology Agenda’ (DELTA). This would ensure ‘Global Universal Ethical Standards for Technology’ (GUEST) or ‘Global Universal Ethics, Standards & Support’ (GUESS). 

Other more specific protections can be considered in terms of certain essential continuing data protection rights (referred to as DATAs) which would work with parallel digital access rights or  ‘Digital Integrated General Internet Standards’ (DIGIS).[footnoteRef:488] Data protections would generally correspond with the key entitlements made available under new sets of data protection laws and regulations currently being adopted across the world. This specifically includes, for example, the Data Protection Act 2018 in the UK and retained EU General Data Protection Regulation (GDPR) provisions.[footnoteRef:489] These can be consolidated and restated as a core set of DATA protections.[footnoteRef:490] The objective of all of this would be to create a CORE framework of conditions, objectives, rules of principles and high level measures that would apply in all technology and other ethical situations. [488:  Section 6(4); and Section 9(6) and (n 494). ]  [489:  (n 211); and Section 6(5).]  [490:  Walker (nn 10 and 26). ] 


(5)	Physical Use or Action Technologies (PUTs & PATs)

Physical technologies would generally consist of energy, transportation and propulsion, manufacturing and production, building and construction, engineering and carbon capture and management technologies.[footnoteRef:491] These can be summarised in terms of PUTS or PATS.[footnoteRef:492] A series of general protections and measures, or ‘Rules Enforcement & Guidance Standards’ (REGS), can be applied in each of these areas.[footnoteRef:493]   [491:  (nn 8 and 9).]  [492:  Section 2 and (nn 8 and 15).]  [493:  Section 7(5). REGS could consist of: (1) Design and Planning Consents; (2) Licensing and Government Consents; (3) Buildings Regulations and Product Specifications; (4) Health and Safety Requirements; (5) Special Sector or Technical Conditions; (6) Environmental Impact Assessment (EIA and ESG); (7) Social Impact Assessment (SIA); (8) Governance Impact or Sufficiency Assessment; (9) Construction and Operational Costing and Budget Assessment; (10) Connection and Infrastructure Integration; (11) Maintenance Systems Planning and Operational Sustainability; and (12) Decommissioning, Deconstruction, Recycling, Reuse and Residual Waste Disposal.   ] 


(6)	Access, Process & Telecommunications (APPS & INFRAs)	 

A series of key ‘Access, Process & Telecommunications’ (APTS) or Infrastructure (INFRAS) standards can be identified.[footnoteRef:494] These generally correspond with but condense and restate existing internet or infrastructure rights.[footnoteRef:495] A set of parallel substantive or ‘Application, Robotic & Cybernetic Standards’ (ARCS) or ‘Applied, Platform & Existence’(APEs) technologies can also be identified. These may include certain key provisions[footnoteRef:496] as well as more specific measures in relation to robotics and artificial intelligence, remote systems, artificial and machine sentience and human machine interface which are considered in the following sub-section. [494:  These could consist of: (1) Network Access; (2) Network Equality; (3) Network Neutrality ( ); (4) Network Security; (5) Network Data Control; (6) Network Expression; (7) Network Respect; (8) Network Compliance; (9) Network Liability; (10) Network Open Regulation; (11) Network Open Governance; and (12) Network Open Continuity.]  [495:  Section 6(3).]  [496:  Section 9(4).] 


(7)	Application, Robotic and Cybernetic Systems (ARCS AND APES)

A series of more specific ARCS or APES can be developed in relation to robotics and AI, remote systems, artificial sentience and interlinkage or interface. These can be considered in terms of ‘Robotics & Artificial Intelligence Design Standards’ (RAIDS),[footnoteRef:497] ‘Robotic (or Regulated) Open Behaviour Ordinance (or Ordered) Standards’ (ROBOS), ‘Artificial Intelligence & Machine Sentience’ (AIMS) and ‘Human Interface Platform System’ (HIPS) measures. This may also include ‘Remote, Applications & Platform Systems’ (RAPS) standards, ‘Special Technology Robotics, Applications & Platforms’ (STRAPS) and ‘Robotic (or remote) Internet of Things Systems’ (RIOTS). The objective would be to create a series of more specific protections to apply in particular areas that would still form part of a single integrated control framework. [497:  These may also include ‘Robotic Artificial Intelligence Network Standards’ (RAINS) and ‘Robotic and Artificial Intelligence Legal Standards’ (RAILS) as well as ‘Robotic Artificial Intelligence Standards & Ethics’ (RAISEs).] 


The RAIDS could be based on a series of twelve ‘Design Integrity Principles’ (DIPS). The RAIDS or DIPS could consist of: (1) ETHICS or Human Values by Design (including Human Advanced Values & Ethics);[footnoteRef:498] (2) Risk Identification, Measurement & Management by Design;[footnoteRef:499] (3) Safety and Security by Design;[footnoteRef:500] (4) Data Integrity by Design;[footnoteRef:501] (5) Proportionate  response by Design; (6) Inclusion by Design (with the ‘Leave No-one Behind Principle’); (7) Precaution by Design (or the ‘Precaution Principle’);[footnoteRef:502] (8) Reversibility by Design (the ‘Non-Irreversibility Principle’);[footnoteRef:503] (9) Continuous Control and Limited Autonomy by Design (the ‘User Control Principle’) with appropriate Control (‘Kill’) Switches or ACDC/ACID;[footnoteRef:504] (10) Continuous Disclosure, Transparency, Explainability, Verifiability & Accountability by Design;[footnoteRef:505] (11) Continuous Responsibility & Liability by Design;[footnoteRef:506] and (12) Reprogrammability, Reusability & Sustainability by Design. The DIPS could be applied in other areas of technology application as well. [498:  This corresponds with Asilomar (n 278) 1, 2, 10 (Value Alignment), 11 (Human Values) and 23 (Common Good).]  [499:  Asilomar (n 278) 20 (Importance) & 21 (Risks). See also EU .]  [500:  Asilomar (n 278) 6 (Safety) & 5 (Race Avoidance).]  [501:  Asilomar (n 278) 13.]  [502:  Asilomar (n 278) 19 (Capability Caution).]  [503:  This possibly corresponds with ASILOMAR (n 278) 19 (Capability Caution).]  [504:  ‘Automatic Correction & Decoupling Code’ (ACDC) or ‘Automatic Correction, Interruption & Decoupling’ (ACID). Control may include a ‘No Delegation’ rule which could specify restricted activities that cannot be trransfered such as those that may impact the right to life. See also Asilomar (n 278) 16.]  [505:  Asilomar (n 278) 7 (Failure Transparency) & 8 (Judicial Transparency).]  [506:  This creates a form of Robotic & Artificial Intelligence Liability (RAIL). See also Asilomar (n 278) 9 (Responsibility).] 


The RAIDS and DIPS would be supported by a series of core restrictions or prohibitions subject to specific concessions or allowances.[footnoteRef:507] These would be subject to initial publication and consultation and then review and revision as necessary over time. These may be specifically considered in terms of a series of essential ‘Robotic (Replicant, Restricted or Regulated) Open (or Official) Behaviour Ordinance (or Ordered) Standards’ (ROBOS). These would impose a series of absolute prohibitions on new technology design and manufacture which is necessary in light of the potentially irreversible and possibly fatal consequences of certain types of work. The ROBOS could specifically consist of: (1) No physical, mental or other injury or damage to humans (the ‘No Injury Principle’);[footnoteRef:508] (2) No Neural Subversion or Manipulation Systems which could undermine free choice or free will(the ‘No Subversion Principle’);[footnoteRef:509] (3) No Biometric Identification Interference, Manipulation & Unauthorised Biometric Copy Systems which undermines the right of a person to control their own identity (the ‘No Impersonation Principle’);[footnoteRef:510] (4) No Invasive Personal Surveillance Systems which would undermine personal data control or human dignity (the ‘Privacy and Control Principle’);[footnoteRef:511] (5) No Digital Discrimination or Social Scoring or Control systems which would undermine the right to equality and non-discrimination (the ‘No Discrimination and Equality Principle’);[footnoteRef:512] (6) No Uncontrolled Recursion (the ‘No Recursion Principle’);[footnoteRef:513] (7) No Uncontrolled or Malicious Self-Replication or Self-Duplication Systems (the ‘No Replication Principle’); (8) No Uncontrolled or Malicious Self-Preservation & Self-Sustaining Systems or Uncontrolled or Malicious Covert or Stealth Operations or Existence (the ‘Non-Covert Principle’); (9) No Uncontrolled Self-Awareness and Uncontrolled Consciousness by Design (the ‘No New Consciousness Principle’); (10) No Uncontrolled or Malicious Biometric or Nanometric Weapons Systems including Lethal Autonomous Biological Weapons (the ‘No LABs Principle’) or Lethal Autonomous Nano Device Weapons ((the ‘No LANDs Principle’); (11) No other Uncontrolled Lethal Autonomous Weapons ((the ‘No LAWs Principle’) construction more generally; and (12) No other Uncontrolled or Malicious Systems development, use or application with Irreversible conflict or damage to Humans or Humanity ((the absolute ‘Reversibility Principle’)).[footnoteRef:514]  [507:  These may be considered in terms of: (1) Prohibitions or preventions; (2) Predominations, processions or practices; (3) Permissions & Preteritions; (4) Preapprovals & predeterminations; subject to relevant (5) precautions, preservations or pretermissions. ]  [508:  This implements Asimov Rule 1. Three ‘Laws of Robotics’ were developed by the American writer Isaac Asimov. (1) A robot may not injure a human being or, through inaction, allow a human being to come to harm; (2) A robot must obey the orders given it by human beings except where such orders would conflict with the First Law; (3) A robot must protect its own existence as long as such protection does not conflict with the First or Second Laws. These were originally produced in the short story Asimov, ‘Runaround’ (1942)]  [509:  This is implemented under art of the EU Draft AI Regulation (n 279).]  [510:  Art  EU Draft AI Regulation (n 279).]  [511:  Asilomar (n 278) 13; and art EU Draft AI Regulation (n 279).]  [512:  Art  EU Draft AI Regulation (n 279).]  [513:  Asilomar (n 278) 22.]  [514:  Asimov Law 1 (n 509).] 


References to uncontrolled would generally be understood to mean the use of unrestricted or unauthorised programmes with malicious being defined in terms of damage to humans or humanity. The objective would be to allow the development of general recursive and protective robotic and AI systems subject to appropriate minimum safeguards including human control and cancellation (ACDC/ACID). Recursion would be permitted subject to overall residual human or reserved control or termination capability. While biological weapons are subject to strict control under the 1972 UN Biological Weapons Convention,[footnoteRef:515] no equivalent provisions apply with regard to the use of nanotechnology and other AI and cybernetic technology for weapons purposes.[footnoteRef:516] [515:  UN, Biological Weapons Convention (BWC) 10 April 1972.]  [516:  Section 7(2)(9) and 9(10).] 


Different types of AI can be identified which are given separate references for the purposes of this paper. This includes ‘Restricted (narrow) AI Neural (or network) Systems’ (RAINS)), ‘Narrow AI Level’ (NAIL), ‘Basic AI Level’ (BAIL) or ‘Technical AI Level’ (TAIL). The ontogeny or evolution of AI will then be followed by General AI or ‘General AI Neural Systems’ (GAINS) (or ‘General Reason AI Level’ (GRAIL)) and then ‘Super AI Level’ (SAIL) with ‘Super AI Neural Technology Systems’ (SAINTS) or ‘Super AI Network Technology’ (SAInT). Different types of operational AI may also be distinguished which may include, for example, ‘Functional AI Level’ (FAIL), ‘Recursive AI Level’ (RAIL), ‘Protective AI Level’ (PAIL) and ‘Malicious or Malignant AI Level’ (MAIL).

A parallel set of provisions would be developed for ‘Remote, Applications (programme APPS) and Platform Systems’ (RAPS). These could also be considered in terms of specific ‘Robotic (or Remote) Internet of Things Systems’ (RIOTS)). These would generally implement the general protections referred to above, including CORE, DATAS, APTS and ARCS, as well as design principles (DIPS) and protections or prohibitions (ROBOS) subject to appropriate disclosure, assessment and monitoring protections with cancellation (ACDC) and necessary remedy systems.[footnoteRef:517] These could be reviewed to ensure compliance with other relevant measures such as with the revised EU draft Machinery Regulation.[footnoteRef:518]  [517:  A RIPS framework could consist of the following: (1) Maintenance of proper systems & controls at all times; (2) Full compliance with CARE (CASE, CAPE and CORE with ETHICS) provisions; (3) Full compliance with DATAS protection; (4) Full compliance with APTS and ARCS provisions; (5) ‘Risk And Threat’ (RAT) assessment and compliance with any specific ‘Risk Assessment Protocol’ (RAP) imposed; (6) Network safety or connection assessment; (7) Social impact assessment; (8) Continuous monitoring & control; (9) Cancellation (kill or ACDC) switch (n 504); (10) Civil & criminal offence remedies including with strict liability where appropriate; and (11) Maintenance of compulsory third party and person injury insurance by individuals, companies and governments.]  [518:  Section 6(8) and (n 238).] 


(8)	Artificial & Machine Sentience (AIMS) & Human Interface Programmes (HIPS)

A parallel set of provisions can be developed in relation to artificial or machine consciousness systems. This may be considered in terms of ‘Artificial Intelligence & Machine Sentience’ (AIMS). A basic distinction can be drawn in this paper between machine processing states and biological consciousness.[footnoteRef:519] Grades or levels of processing state or sentience can be distinguished.[footnoteRef:520] A series of AIMS protections can be adopted similar to the RAPS provisions with the inclusion of additional official reporting and consent or oversight where appropriate.[footnoteRef:521] A further set of measures could be adopted in relation to the use and application of ‘Human Interface Platform Systems’ (HIPS). These would include, for example, Elon Musk’s Neuralink operations. These measures would be similar to RAPS and AIMS although incorporate full disclosure and consent measures to protect individuals participating in such schemes. [519: (n 20).]  [520:  These would include for the purposes of this text: (a) functional capability; (b) programmability; (c) remote control or automaticity; (d) self-advanced (recursion); (e) self-awareness and self-protection on either a passive or malicious basis that may cause human injury.]  [521:  A provisional set of AIMS could be developed based on: (1) Official notification & consent or licensing; (2) Full transparency and disclosure; (3) Sentience level monitoring & reporting; (4) Full compliance with CORE; (5) Full compliance with DATAS, APTS and ARCS including DIPS and ROBOS to the extent relevant; (6) RAT assessment and RAP protocol provision to the extent necessary; (7) Connection and network assessment; (8) Social impact assessment; (9) Continuous monitoring & control; (10) Cancellation (kill switch or ACDC) by design; (11) Civil and criminal offence provision with strict liability as necessary; and (12) Compulsory insurance.] 


(9)	GLOBAL SMARTS, STARTS & CHARTS

A separate series of protocols can be adopted to deal with other residual significant global challenges at the international or global level. These can be summarised in terms of Social (collective or individual rights), Markets (and trade), Atmospheric (or Climatic protection), Regulation (including financial infrastructure and ethics), Technology failure or injury and Security (and safety including through all forms of warfare). This creates an SMARTS framework or STARTS agenda including trade in place of markets and safety in place of security.[footnoteRef:522] All of the core sets of provisions that apply in these areas can be reconsidered and restated in a consistent, coherent and consolidated form.[footnoteRef:523] The objective would be to create a clear and concise restatement of rights and protections capable of easy access and implementation and adoption. This could respond to future forms of contingent threats including ‘Collective (social), Habitation (natural disasters), Atmospheric (Climatic), Regulatory, Technology & Safety’ (CHARTS) events. This can specifically include more specific sets of Atmospheric or Climate protections within a larger contingent crisis framework.[footnoteRef:524]  [522:  Walker, ‘Endogenous, Exogenous and Existential risk’ (n 26).]  [523:  Section 7(3).]  [524:  ‘Collective (social), Habitation (natural disasters), Atmospheric (Climatic), Regulatory, Technology & Safety’ (CHARTS). ] 


(10)	CLIMATES, BIOS & NANOS

Environmental or Environmental, Social, and Governance (ESG) issues can be understood in terms of developing an appropriate programme for the ‘Controlled Linkage & Integrated Management of Atmospheric Tools or Targets & the Environment’ (CLIMATE).[footnoteRef:525] This would be based on an agreed ‘Climate Augmented Transition’ (CAT) with an appropriate series of ‘Climate Adaptive Technologies’ (CATS). This would form part of a larger ‘Climate Action Programme’ (CAP) or ‘Climate Action Policy for Integrated Technology & Law’ (CAPITAL).[footnoteRef:526] This would limit ‘Wasteful Injury, Loss & Damage’ (WILD) through the use of appropriate ‘Carbon Low Efficient & Atmospherically Neutral’ (CLEAN) initiatives with ‘Biologically sensitive Universal Integrated Law & Development’ (BUILD) techniques to secure common ‘Development Reform & Efficient Atmospheric Management’ (DREAM). This would include a full CLIMATE programme based on a specific series of Climate Objectives, Guidelines and Policies, Principles, Tools, Responses & Solutions and Climate Finance & Risk Management agenda.[footnoteRef:527] [525:  G A Walker, ‘Climate & Environmental Law (n 456).]  [526:  On CAPITAL, see also Section 9(11).]  [527:  Ibid.] 


The Security and Safety components within these SMARTS and STARTS programmes would include a series of specific measures to limit the damaging impacts of warfare and new weaponry. A series of recommendations can be developed in this area.[footnoteRef:528] This may be extended to include a revised set of more specific Biological protections (BIOS)[footnoteRef:529] and NanoTech provisions (NANOS)[footnoteRef:530] as well as AI and Robotic guidelines (RAIDS & ROBOS).[footnoteRef:531] [528:  Walker, ‘Endogenous, Exogenous and Existential risk’ (n 26) section.]  [529:  These could build on but simplify and restate the existing BioTech protections in place. Section 5(2)(9).]  [530:  These would reflect the restated BioTech protections (n 526) but incorporate any other specific additional measures required. Section 6(9). ]  [531:  Section 9(7) and (8).] 


(11)	Protocols

The above programme of measures would be implemented through a series of Protocols under a wider PROTOCOL framework (‘Public Regulatory Oversight Technology based Official Control & Order Law’). This would be based on CONTROL (‘Conduct of Official National Technology with enhanced Regulation, Oversight & Law’) and would operate under a specific ‘Protocol Assisted Stability & Security’ (PASS) regime with a series of ‘Control Adaptive Protocols’ (CAPs). This would operate with a further ‘Consolidated Adaptive Protocol & Integrated Technology and Law’ (CAPITAL) agenda and ‘Consolidated Official Managed Programme for Law, Ethics & Technology Enforcement’ (COMPLETE) programme. Different protocols could be used as necessary including enforceable,[footnoteRef:532] objective or principle,[footnoteRef:533] process or procedure,[footnoteRef:534] guidance[footnoteRef:535] and computer code measures.[footnoteRef:536] Protocols adopted in particular areas could incorporate different mixes of these provisions as necessary to create hybrid packs or provisions. All of this would then be incorporated into the larger ‘Consolidated Official Restatement of Rules, Ethical Conduct & Technology’ (CORRECT) programme. [532:  ‘Public Order Protocols’ (POPs).]  [533:  ‘Target & Intent Protocols’ (TIPs).]  [534:  ‘Process & Instruction Protocols’ (PIPs).]  [535:  ‘Guidance Assistance Protocols’ (GAPs).]  [536:  ‘Code Operational Protocols’ (COPs).] 


A series of more specific Protocols could also be adopted to implement the other measures referred to. This would create a form of parallel adoption or implementation framework. This could, for example include PASS, PAD,[footnoteRef:537] STEP,[footnoteRef:538] STOP,[footnoteRef:539] FINE,[footnoteRef:540] SYSC,[footnoteRef:541] ACDC/ACID,[footnoteRef:542] ACTIONS,[footnoteRef:543] DISPUTES,[footnoteRef:544] OFFENCES[footnoteRef:545] and SANCTIONS.[footnoteRef:546] This would also work with ROLE and RULE. This would again be built into the larger oversight (CONTROL), enforcement (COMPLETE) and Consolidated Restatement (CORRECT) programme. [537:  ‘Protocol Architecture Design’ (PAD) or ‘Protocol Architecture Development, Design, Law & Ethics’ (PADDLE).]  [538:  ‘Secure Technology Enforcement (or Ethics) Enforcement Programme (or Protocol)’ (STEP).]  [539:  ‘Special Technology Order Protocols (or Programme)’ (STOP).]  [540:  ‘Financial Integrity & Network Ethics’ (FINE). Section 8(4).]  [541:  Systems and Controls. This could be based and incorporate elements of the UK FCA SYSC sourcebook within its Handbook of Rules & Guidance available https://www.handbook.fca.org.uk/handbook/SYSC/.]  [542:  ‘Automatic Correction & Decoupling Code’ (ACDC) or ‘Automatic Correction, Interruption & Decoupling Code’ (ACID) which is a form of ‘kill switch’ for machinery and technology (n 504).]  [543:  ‘Agreed Conduct of Targeted & Integrated Official Notice System’ (ACTIONS).]  [544:  ‘Documentation Inspection, Settlement Provision, Undertakings & Targeted Execution Services’ (DISPUTES).]  [545:  ‘Orders, Fines, Fault Enforcement Notices & Civil Execution or Settlement’ (OFFENCES).]  [546:  ‘Special Action for Non-Compliance with Targeted Individual Order Notice System’ (SANCTIONS).] 


(12)	Private and Public International Law Treaty Basis

All of this could be applied and operate under a wider Public International Law treaty system. This could consist of a more general ‘Global Investment Financial & Trade’ (GIFT) Treaty or more specific ‘Global Integrated Finance & Technology’ (GiFT2) Treaty. A separate ‘Global Individual Freedom & Technology Standards’ (GIFTS) Treaty or ‘Global Investment, Law & Technology Treaty’ (GILT) could also be considered. This may could work with a parallel ‘Global Reciprocal Economic Area Treaty’ (GREAT) which would establish a new ‘Global Electronic Market’ (GEM) or ‘Digital Advanced (or adaptive) Market’ (DAM) international trading system using all possible new forms of digital technology for trade finance purposes on the model of the EU Single Market programme.[footnoteRef:547] A further separate ‘Financial Investment Regulatory & Sustainable Technology & Security Treaty’ (FIRSTS) or ‘Economic Market Extension Regulation Growth & Ethics’ (EMERGE) treaty or package could be considered for emerging markets. This agenda may also incorporate a more specific ‘Financial Assistance & Cooperation Treaty’ (FACT) or ‘Partnership Assistance & Cooperation Treaty’ (PACT) to support emerging and developing economies. This may also include appropriate ‘Sustainable Assistance, Finance & Engagement’ (SAFE) or ‘Sustainable Assistance, Value & Ethics’ (SAVE) measures.  [547:  G A Walker, European Banking Law – Policy and Programme Construction (BICCL London 2006).] 


The effect of all of this would be to create a larger structured control framework under Public International Law which would create a legally enforceable set of obligations to protect governments, corporations and societies and individuals. This would specifically include the Consolidated Restatement (CORRECT) programme and all of the other treaty and protocol measures and solutions proposed.[footnoteRef:548] All of this could be given effect to under Public International Law (PIL) by incorporating each of these measures into either a Common Heritage of Humanity (CHH)[footnoteRef:549] or Common Concerns of Humanity (CCH)[footnoteRef:550] framework which is already respected and implemented under PIL. This would consolidate all of the key sets of provisions concerned and given them legitimacy and authority under PIL which would further support articulation, understanding, appreciation, adoption and implementation.      [548:  Section 9(3).]  [549:  The Common Heritage of Humanity (CHH) could, for example, be defined in the GIFT Treaty to extend to correspond with the boundaries of SMARTS, CHARTS and STARTS (Section 8) and include protection of the Life and Social Health, the Planet, the Atmosphere, the International Market or Trading System, significant, common and shared Technological Advance (including Fusion, Quantum and SuperAI) and Collective Peace and Security. See, for example, Prue Taylor, ‘The Common Heritage of Mankind: A Bold Doctrine Kept Within Strict Boundaries’ available http://wealthofthecommons.org/essay/common-heritage-mankind-bold-doctrine-kept-within-strict-boundaries .]  [550:  Where agreement cannot be secured on the scope of content of the CHH (n 459), a parallel set of Common Concerns of Humanity (CCH) could be adopted. This could be supported by a series of other more specific Common Technologies of Humanity (CtH), Common Interests of Humanity (CiH) and Common Objectives of Humanity (CoH). See generally Thomas Cottier, The Prospects of Common Concern of Humankind in International Law (Cambridge University Press Cambridge 2021).] 


10.	TECHNOLOGY LAW, REGULATION AND ETHICS CLOSE

The impact of modern technology on markets and society has resulted in massive change and adjustment. This process will continue and will become even more significant as the speed of development of innovation continues to accelerate. This brings enormous scientific, commercial and financial advantage and consequential social benefits in terms of social advance but with associated risks, challenges and uncertainties necessarily arising. It is essential to secure an appropriate balance between these conflicting trends, pressures, needs and aspirations.           

This is an important and exciting area of study and endeavour. Technology will continue to evolve and advance with substantial innovations and new forms of energy, computing and telecommunications technology and engineering and re-engineering expected to emerge in the coming years. This will bring substantial value and opportunity. This also brings new responsibility and potential liability. It is specifically necessary to consider to what extent existing legal rights and protections are impacted and new forms of legal remedy are required. New enhanced regulatory measures must be adopted. Much of this also exists at the edge of formal law and regulation. This will then require the development of new sets of wider ethical standards that reflect current and changing social needs and expectations. New sets of formal machine agency and liability rules will have to be adopted and supplemented by new ethical principles governing all aspects of technology use and application. This remains a core area of significant social change and advance.

An appropriate control framework has to be constructed although formal law and regulation can suffer from inherent limitations in responding to the speed and degree of fundamental change underway. Law and regulation have to be able to continue to follow and support rather than restrict or constrain innovation and growth. Law, Ethics and Technology (LET) have to be brought together in a new conjunctive, synergetic, symbiotic, coactive and collusive relationship. It is necessary to construct new Legal and Ethical Framework for Technology (LEFT) with dedicated Law, Ethics & Technology Tailored (or Targeted) Enforcement Regime (LETTER).     

One solution may be to develop a series of new ethical codes or protocols in the technology area. These may include enforcement, aspirational, process, guidance or more detailed computer code provisions. The overall objective would be to create a new intermediate form of control measure or provision to respect and maintain essential rights in rapidly changing complex technological areas and fields. This could be given effect to  under a ‘Protocol Adaptive Stability & Security’ (PASS) regime and ‘Code of Official National Technology Regulation, Oversight & Law’ (CONTROL). All of this could be incorporated into a ‘Consolidated Official Restatement of Rules, Ethical Conduct & Technology’ (CORRECT) restatement. This could then form the basis for a new Lex Digitalis or Lex Digitalis Commercialis, Lex Financialis Technologica, Lex Technologica Ferunda or Lex Cummunis Humanis.  

This could assist manage all key areas of physical, access or infrastructure and application or substantive technology. This could incorporate additional protocols designed to deal with other continuing outstanding global challenges specifically covering ‘Social, Market, Atmospheric (Climatic), Regulatory, Technology & Security’ (SMARTS) objective. This can respond to continuing global threats in the form of ‘Collective (social), Habitation (natural disasters), Atmospheric (Climatic), Regulatory, Technology & Safety’ contingent events (CHARTS) with a set of new solutions under an adaptive ‘Social, Trade, Atmospheric (Climatic), Regulatory, Technology & Safety’ (STARTS) agenda. All of this could be given effect to under a wider ‘Global Investment Finance & Trade’ (GIFT), ‘Global Integrated Finance & Technology’ (GiFT2) Treaty or ‘Global Individual Freedom & Technology Standards’ (GIFTS) Treaty. 

The overall objective would be to protect fundamental and essential rights and interests at the individual, social, market, government, country and planetary levels. Necessary measures would be adopted to respect and preserve each of these. This could assist secure a minimum quality of life for everyone and protect the dignity of life and existence at the same time as preserve the continuity of the human species and the earth. Ambitious goals require equally extensive, progressive and committed actions and responses. New conflicts create new challenges with the need to secure a new balance. This is necessary to realise the new opportunities available to secure a new direction and a new evolution. We have a common shared global challenge and a common shared integrated and inter-dependent future.

Prof G A Walker
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