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(12)	AI and Super AI Rights

[bookmark: _GoBack]Related issues arise with regard to AI and the emergence of General AI and possibly Super AI. Over 80 separate codes of conduct have been produced in the AI area with over 172 on automated decision making (ADM).[footnoteRef:1] A number of major BigTech companies, for example, established a non-profit Partnership on Artificial Intelligence to Benefit People and Society in 2016 to promote understanding of artificial intelligence (AI).[footnoteRef:2] The OECD has produced five values based principles for responsible use of AI.[footnoteRef:3] The Institute of Electrical and Electronics Engineers (IEEE) established a Global Initiative on Ethics of Autonomous and Intelligent Systems which produced eight general principles within the first edition of its Ethically Aligned Design principles.[footnoteRef:4] The US Computing Community Consortium (CCC) and the Association for the Advancement of Artificial Intelligence (AAAI) have produced a separate proposed 20 Year AI Roadmap.[footnoteRef:5] Research and collaborative work has also been taken forward by OpenAI which was originally set up by Elon Musk and Sam Altman and others in December 2015.[footnoteRef:6] The Future of Life Institute produced 23 common principles for AI following a Conference in Asilomar in Monterey, California in 2017.[footnoteRef:7] [1:  https://algorithmwatch.org/en/ai-ethics-guidelines-global-inventory/.  See also Geoff Mulgan, ‘AI ethics and the limits of code(s)’ https://www.nesta.org.uk/blog/ai-ethics-and-limits-codes/?gclid=Cj0KCQiAmpyRBhC-ARIsABs2EAqHE6mm06sSYAJMobGrkG5F4lneWUkygLI9P2R3uiaVCjQWbb2muksaAuncEALw_wcB.  ]  [2:  Members include Amazon, Google, Facebook, IBM and Microsoft with Apple joining in January 2017. Richard Waters, ‘US tech groups unite to dispel AI fears’ Financial Times (28 September 2016); Seth Fiegerman, ‘Facebook, Google, Amazon Create Group to Ease AI Concerns’ CNN Money (4 December 2016). See also https://www.partnershiponai.org ]  [3:  (1) AI should benefit people and the planet by driving inclusive growth, sustainable development and well-being; (2) AI systems should be designed in a way that respects the rule of law, human rights, democratic values and diversity and should include appropriate safeguards including human intervention where necessary to ensure a fair and just society; (3) there should be transparent and responsible discourse around AI systems to ensure that people understand AI based outcomes and can challenge them; (4) AI systems must function in a robust, secure and safe way throughout their lifecycles and potential risks should be continually assessed and managed; and (5) organisations and individuals developing, deploying or operating AI systems should be held accountable for their proper functioning in accordance with the above principles. OECD, ‘Principles on AI’ available https://www.oecd.org/going-digital/ai/principles/. ]  [4:  These consist of: (1) human rights; (2) well-being; (3) data agency; (4) effectiveness; (5) transparency; (6) accountability; (7) awareness of misuse; and (8) competence. IEEE, Ethically Aligned Design (1ed) 4 and 17-35.]  [5:  This specifies the AI landscape with AI driven capabilities, aspirations, research priorities, cross-cutting issues and recommendations for AI research. CCC and AAAI, A 20-Year Community Roadmap for Artificial Intelligence Research in the US (May 2019).]  [6:  https://openai.com. ]  [7:  Future of Life Institute, Asilomar AI Principles (2017) available https://futureoflife.org/2017/08/11/ai-principles/.] 


An EU High-Level Expert Group on Artificial Intelligence (AI HLEG) has recommended that AI systems be lawful, ethical and robust and has produced a list of seven key requirements on AI systems.[footnoteRef:8] The HLEG has also produced a set of 33 recommendations to promote sustainability, growth, competitiveness and inclusion.[footnoteRef:9] The EU issued a Draft AI Regulation in April 2021.[footnoteRef:10] The EU had produced a White Paper on AI in February 2020 which examined policy options in promoting AI and managing relevant risks.[footnoteRef:11] The European Commission had confirmed that it would bring forward legislation to manage the human and ethical implications of AI as part of its 2019-2024 political guidelines.[footnoteRef:12] AI had also been considered by the European Council in 2017[footnoteRef:13] and by the European Parliament in 2020 and 2021.[footnoteRef:14] [8:  The seven key requirements relate to: (1) Human agency and oversight; (2) Technical robustness and safety; (3) Privacy and data governance; (4) Transparency; (5) Diversity, non-discrimination and fairness; (6) Societal and environmental well-being; and (7) Accountability. EU HLEG, Ethics Guidelines for Trustworthy AI (8 April 2019).]  [9:  AI HLEG, Policy and Investment Recommendations for Trustworthy AI (26 June 2019).]  [10:  European Commission, Proposal for a Regulation laying down harmonised rules on artificial intelligence (Artificial Intelligence Act) and amending certain Union legislative acts (Brussels 21.4.2021) COM (2021) 206 final.]  [11:  European Commission, White Paper on Artificial Intelligence – A European approach to excellence and trust COM (2020) 65 final, 2020.]  [12:  European Commission, ‘A Union that strives for more’ https://ec.europa.eu/commission/sites/beta-political/files/political-guidelines-next-commission_en.pdf. ]  [13:  The European Council called for an examination of AI with data protection, digital rights and ethical standards. European Council, European Council Meeting (19 October) 2017 – Conclusion EUCO 14/17, 2017, p8. See also Council of the EU, Presidency Conclusions – The Charter of Fundamental Rights in the context of Artificial Intelligence and Digital Change (2020) 11481/20.]  [14:  The European Parliament has issued resolutions on AI and ethics, liability and copyright as well as criminal matters and in relation to education, culture and the audio-visual sector (see also nn 262 and 268). The Commission was to propose legislative action to secure relevant opportunities and benefits as well as ensure appropriate ethical principles for the development, deployment and use of AI, robotics and related technologies. European Parliament, Resolution on a framework of ethical aspects of artificial intelligence, robotics and related technologies (20 October 2020) 2020/2012 (INL).] 


The objective of the draft AI Regulation is to create a human centric approach that promotes confidence and trust in AI.[footnoteRef:15] The EU policy is claimed to be principal based and proportionate which responds to relevant risks without limiting technological development or innovation.[footnoteRef:16] The system is compatible with the EU Charter of Fundamental Rights especially with regard to data protection, consumer protection, non-discrimination and gender equality as well as with the EU GDPR and Law Enforcement Directive.[footnoteRef:17] The proposal was adopted within the New Legislative Framework (NLF) for products.[footnoteRef:18] This also supports other core initiatives including the EU Digital Decade,[footnoteRef:19] Data Governance Act,[footnoteRef:20] Open Data Directive[footnoteRef:21] and EU strategy for data.[footnoteRef:22] An appropriate governance system is set up using Member States Authorities and a new European Artificial Intelligence Board (EAIB). The proposal was prepared by a High Level Expert Group (HLEG) on AI set up in 2018 to implement the Commission’s Strategy on Artificial Intelligence[footnoteRef:23] which produced a set of Ethics Guidelines for Trustworthy AI in 2019.[footnoteRef:24] The Commission had adopted Option 3+ following an impact assessment under its Better Regulation policy and Regulatory Scrutiny Board examination.[footnoteRef:25] [15:  Proposal for a Regulation On Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts COM/2021/206 final, 1.]  [16:  This is claimed to be future proof and flexible with predictable, proportionate and clear obligations imposed on systems providers and users over the whole of an AI lifecycle. Proposal for a AI Regulation (n 279), 3.]  [17:  EU Charter of Fundamental Rights (n 173); EU General Data Protection Regulation (EU) 2016/679; and Law Enforcement Directive (EU) 2016/680.]  [18:  Section 5(8).]  [19:  2030 Digital Compass: The European Way for the Digital Decade ( ).]  [20:  European Commission, Proposal for a Regulation on European Data Governance (Data Governance Act) COM/2020/767.]  [21:  Directive (EU) 2019/1024 of 20 June 2019 on open data and the re-use of public sector information (PE/28/2019/REV/1) OJ L 172, 26.6.2019, 56-83.]  [22:  European Commission, A European strategy for data COM/2020/66 final.]  [23:  European Commission, Building Trust in Human Centric Artificial Intelligence COM (2019) 168.]  [24:  HLEG on AI, Ethics Guidelines for Trustworthy AI (2019). See also HLEG on AI, Assessment List for Trustworthy Artificial Intelligence (ALTAI) for self-assessment (2020). ]  [25:  Option 3+ provided for a horizontal EU legislative instrument following a proportionate risk based approach with codes of conduct for non-high risk AI systems. European Commission, Inception Impact Assessment for a Proposal for a legal act of laying down requirements for Artificial Intelligence (2020).] 


The Draft AI Regulation applies to artificial intelligence systems which are defined as techniques and approaches that can generate specific outputs.[footnoteRef:26] The proposal adopts a risk based approach with four levels of Unacceptable risk, High risk, Limited risk and Minimal risk as well as real time remote biometric identification systems.[footnoteRef:27] Specific protections are imposed with regard to other high risk systems where the AI is a safety component or in relation to certain other identified categories of systems.[footnoteRef:28] Specific obligations are imposed on high risk systems[footnoteRef:29] and on system providers and users.[footnoteRef:30] The Regulation contains a notification procedure and standards, conformity assessment and certificate registration procedures with transparency obligations and measures to promote innovation including through the establishment of an AI regulatory sandbox procedure.[footnoteRef:31] Regulatory sandboxes are to provide for a controlled environment to facilitate the development, testing and validation of innovative AI systems over limited time periods before market placement or service.[footnoteRef:32] An European Artificial Intelligence Board (EAIB) is to be established[footnoteRef:33] with appropriate competent authorities appointed in each Member State under the Regulation.[footnoteRef:34] An EU database is to be established to support high risk AI systems providers.[footnoteRef:35] Additional requirements are imposed on post-market monitoring, information sharing and market surveillance,[footnoteRef:36] the development of codes of conduct for non-high risk systems,[footnoteRef:37] confidentiality and penalties,[footnoteRef:38] delegation[footnoteRef:39] and final provisions.[footnoteRef:40] The effect is create a significant though essentially only outline framework for new AI oversight and control within the EU. Certain core prohibitions are imposed with general obligations imposed on identified high risk systems and with other areas being subject to a voluntary codes of conduct mechanism. The core regulatory framework is generally based on general directions on the maintain of risk management systems, data and data governance, technical documentation provision, record keeping, transparency, accuracy, robustness and cybersecurity.[footnoteRef:41] It remains to be seen how these standards will be developed over time. The treatment of many core issues is then omitted such as in relation to recursion, replication, covert operations, super-capacity and singularity as well as the creation of super AI networks and human interface and cyborg mechanisms. [26:  An artificial intelligence system means software that is developed with one or more techniques and approaches (listed in Annex I) which can, for a given set of human defined objectives, generate outputs such as content, predictions, recommendations or decisions influencing the environments they interact with. Art 3(1) Draft AI Regulation (n 279).]  [27:  Certain AI practices are prohibited as generating an unacceptable risk including specifically the use of the deployment of subliminal techniques that could cause physical or psychological harm, discriminatory systems or detrimental forms of social scoring. Art 5(1) Draft AI Regulation. Remote biometric identification may be used for victim targeted search purposes, to prevent a specific, substantial and imminent threat to life or the physical safety of natural persons or a terrorist attack and further detection, localisation, identification or prosecution of a perpetrator or suspect of a criminal offence under the Council Framework Decision 2002/584/JHA.]  [28:  These include: (a) Product safety components; (b) Critical infrastructures; (c) Educational or vocational training; (d) Employment, workers management and access to self-employment; (e) Essential private and public services; (f) Law enforcement interfering with fundamental rights; (g) Migration, asylum and border control; and ((h) administration of justice and democratic processes. Arts 6-7. ]  [29:  High risk AI systems must comply with the obligations imposed (art 8) which include: (1) Adequate risk management systems; (2) Data and data governance; (3) Technical documentation; (4) Record keeping; (5) Transparency and provision of user information; (6) Human oversight; and (7) Accuracy, robustness and cybersecurity. Arts 8-15.]  [30:  These generally apply with regard to ensuring compliance with the relevant requirements, maintaining appropriate quality management systems, providing technical documentation, conducting conformity assessments, using automatically generated logs, corrective actions and duty to provide information to and cooperate with authorities. Specific obligations are imposed on product manufacturers, authorised representatives, importers, distributors, other third parties and users. Arts 16-29.]  [31:  Arts 30-39. 40-51. 52 and 53-55.]  [32:  Art 53(1). These may be established by relevant Member State competent authorities or the European Data Protection Supervisor (EDPS).]  [33:  Arts 56-58.]  [34:  Art 59.]  [35:  Article 60.]  [36:  Arts 61-68.]  [37:  Art 69.]  [38:  Arts 70-72.]  [39:  Art 73.]  [40:  Arts 75-85.]  [41:  Arts 9-15.] 


The European Commission had produced a Coordinated Plan on Artificial Intelligence.[footnoteRef:42] The Coordinated Plan is stated to represent a joint commitment by the European Commission and Member States to maximise Europe’s potential in competing globally. The Commission, Member States and private actors are to accelerate investments in AI technologies to promote resilient economic and social recovery, act on AI strategies and programmes and align AI policy to remove fragmentation and respond to global challenges. The plan contains four key sets of proposals to set enabling conditions for AI development and the uptake of AI in the EU,[footnoteRef:43] make the EU a place for excellence ‘from the lab to the market’,[footnoteRef:44] ensure that AI works for people and is a force for good in society[footnoteRef:45] and build strategic leadership in high impact sectors.[footnoteRef:46] [42:  European Commission, Communication on Coordinated Plan on Artificial Intelligence COM (2018) 795 final reproduced in the Annexes to the Commission Communication on Fostering a European approach to Artificial Intelligence COM (2021) 205 final.]  [43:  Stakeholders would acquire, pool and share policy insights, tap into the potential of data and foster critical computing capacity. Section I. ]  [44:  Stakeholders would collaborate including with public private partnerships on AI, data and robotics, build and mobilise research capacities, provide an environment for developers to test and experiment (TEF) and fund and scale innovative AI ideas and solutions. Section II.]  [45:  Stakeholders would nurture talent and improve the supply of skills necessary to enable a thriving AI ecosystem, develop a policy framework to ensure trust in AI systems and promote the EU vision on sustainable and trustworthy AI across the world. Section III.]  [46:  Stakeholders would build AI into climate and environmental initiatives, use the next generation of AI to improve health, maintain Europe’s lead, in particular, in its Strategy for Robotics in the world of AI, make the public sector a trailblazer for the use of AI, apply AI in the areas of law enforcement, migration and asylum, make mobility safer and less polluting through AI support AI for sustainable agriculture. Section IV.] 


Preparation of a draft text of recommendation on the Ethics of AI has been separately considered with the United Nations system and specifically by the UN Educational, Scientific and Cultural Organisation (UNESCO). The UNESCO was requested to lead and facilitate international work on information society ethics at the World Summit on the Information Society in 2003 and 2004 with work being taken forward through the International Bioethics Committee (IBC) set up in 1993 and World Commission on the Ethics of Scientific Knowledge and Technology (COMEST)[footnoteRef:47] set up in 1998 in coordination with the Intergovernmental Bioethics Committee (IGBC). The Director General of UNESCO was mandated to produce a standard setting instrument on the Ethics of AI in November 2019[footnoteRef:48] with an Ad Hoc Expert Group (AHEG) being established to prepare a draft recommendation text with a working document being produced in April 2020.[footnoteRef:49] The UN Chief Executive’s Board for Coordination (CEB) adopted a strategic approach and roadmap for the development of AI in May 2019[footnoteRef:50] with Secretary General, Antonio Guterres, having stated that AI must become a force for good.[footnoteRef:51] UNESCO had earlier adopted a framework of Internet Universality and Human Rights, Openness, Accessibility and Multi-stakeholder (ROAM) participation approach in 2015 with a network of UNESCO chairs and Category II Centres assisting develop relevant AI partnerships such as with the International Research Centre on Artificial Intelligence (IRCAI).[footnoteRef:52] [47:  COMEST, Report of COMEST on Robotics Ethics (2017); and COMEST, Preliminary Study on the Ethics of Artificial Intelligence (2019) (n 267).]  [48:  UNESCO 40 C/Resolution 37. ]  [49:  UNESCO, Toward a Draft Text of a Recommendation on the Ethics of Artificial Intelligence (Paris, 10 April 2020) SHS/BIO/AHEG-AI/2020/3 REV.]  [50:  A United Nations system-wide strategic approach and roadmap for supporting capacity development on artificial intelligence CEB/2019/1/ADD3.]  [51:  Special Address by Antonion Guterres, Secretary General of the United Nations, World Economic Forum (23 January 2020).]  [52:  https://ircai.org/.] 


The AHEG April 2020 working document on AI Ethics considers alternative AI definitions including in the COMEST 2019 study on AI Ethics[footnoteRef:53] and EU White Paper on AI.[footnoteRef:54] The principles and policy recommendations produced were to be based on international human rights[footnoteRef:55] with the Internet Universality framework endorsed by the UNESCO General Conference in 2015 and by the High Level Panel on Digital Cooperation applying the Human Rights, Openness, Accessibility and Multi-stakeholder participation (ROAM) principle. The foundational values would then be based on human rights and fundamental freedoms, inclusivity and non-discrimination (‘Leaving no one behind’) with sustainable development and environmental protection.[footnoteRef:56] Fifteen outline principles were identified by the roundtable discussion on Recommendation 3C by the Secretary General’s High Level Panel on Digital Cooperation.[footnoteRef:57] COMEST had also identified eight specific principles.[footnoteRef:58] It was accepted that many available AI ethics principles were vague and difficult to implement with the AHEG objective being to move from high level statements to actionability.[footnoteRef:59] Ethics was to be considered with decision taking and design, action and evaluation with capacity building, following the CEB strategic approach and roadmap.[footnoteRef:60] The development of an ethical impact assessment (EIA) would also assist predict consequences, mitigate risk, avoid harmful consequences, facilitate participation and deal with societal challenges.[footnoteRef:61] The AHEG produced an outline skeleton document.[footnoteRef:62] A summary of possible principles is provided in Annex 3 structured in terms of human rights,[footnoteRef:63] inclusiveness,[footnoteRef:64] flourishing,[footnoteRef:65] autonomy,[footnoteRef:66] explainability,[footnoteRef:67] transparency,[footnoteRef:68] awareness and literacy,[footnoteRef:69] responsibility,[footnoteRef:70] accountability,[footnoteRef:71] democracy,[footnoteRef:72] good governance,[footnoteRef:73] sustainability,[footnoteRef:74] safety and security,[footnoteRef:75] gender, age, privacy,[footnoteRef:76] solidarity,[footnoteRef:77] value of justice,[footnoteRef:78] holistic approach, trust, freedom, dignity, remediation and professionalism.[footnoteRef:79] Other policy actions are outlined including for adoption by the private sector.[footnoteRef:80] A list of relevant source documents is produced in Annex 5. A list of other documents concerned with AI ethical, legal and social implications is provided in Annex 6. [53:  COMEST defined AI with reference to ‘machines capable of imitating certain functionalities of human intelligence, including such features as perception, learning, reasoning, problem solving, language interaction, and even producing creative work.’ COMEST (2019) (n 317).]  [54:  AI was generally referred to as ‘a collection of technologies that combine data, algorithms and computing power.’ EU Commission, White Paper on Artificial Intelligence (2020). ]  [55:  UN Secretary General, Strategy on New Technologies (September 2018) available https://www.un. org/en/newtechnologies/. ]  [56:  AHEG Working Document (April 2020) (n 318) Paris 32-35. See Figure 1 on a structural ‘Ethical AI Approach’ following the UNESCO emblem (n 10).]  [57:  (1) Accountability; (2) Accessibility; (3) Diversity; (4) Explainability; (5) Fairness and non-discrimination; (6) Human Centricity; (7) Human Control; (8) Inclusivity; (9) Privacy; (10) Reliability; (11) Responsibility; (12) Safety; (13) Security; (14) Transparency; and (15) Trustworthiness. AHEG Working Document (n 318) para 36.]  [58:  (1) Education; (2) Science; (3) Culture; (4) Communication and information; (5) Peace; (6) Africa; (7) Gender; and (8) Environment. Para 47.]  [59:  Para 49.]  [60:  Para 50.]  [61:  Para 55.]  [62:  Annex 1 with the eight part list of UNESCO specific central ethical concerns. (Annex 2 and (n 318) above. ]  [63:  (1) Principle of human rights; (2) Human dignity; (3) Rights base; (4) Principle of respect of fundamental rights; (5) Human centred values and fairness; (6) Human rights; and (7) Secure a just transition and ensure support for fundamental freedoms and rights. Annex 3.]  [64:  (1) Accessibility; (2) Diverse perspectives on the benefits and risks of AI technology; (3) ‘Whole of government’ and ‘Whole of Society’ approach; (4) Multi-stakeholder partnership; (5) Cooperation and synergy; (6) Diversity inclusion principle; (7) Inclusive growth, sustainable development and wellbeing; (8) Shared benefit; and (9) Fairness and non-discrimination.]  [65:  (1) Balancing economic, social and environmental goals; (2) Value of beneficence; (3) Well-being principle; (4) Prioritising well-being; (5) Promotion of human values; (6) Beneficence; (7) AI must serve people and planet; and (8) Well-being. Annex 3.]  [66:  (1) Value of autonomy; (2) Principle ‘under user control’; (3) Respect for autonomy principle; (4) Adopt a human in command approach; and (5) Human control of technology. Annex 3.]  [67:  (1) Transparency and explainability; and (2) Comprehension. Annex 3.]  [68:  (1) Openness; (2) Principle of transparency, impartiality and fairness; (3) Transparency; and (4) Transparent AI system. Annex 3.]  [69:  AIS technology misuse and aware. Annex 3.]  [70:  (1) Principle of responsibility; and (2) Professional responsibility. Annex 3.]  [71:  (1) Accountability; and (2) Band attribution of responsibility to robots. Annex 3.]  [72:  Democratic participation principle. Annex 3.]  [73:  (1) Multi-stakeholder governance; and (2) Establish global governance mechanism. Annex 3.]  [74:  (1) Sustainability development principle; and (2) Sustainability. Annex 3.]  [75:  (1) Do no harm principle; (2) Prudence principle; (3) Principle of quality and security; (5) Robustness, security and safety; (6) Non-maleficence; and (7) Safety. Annex 3.]  [76:  (1) Value of privacy; and (2) Protection of privacy and intimacy principle. Annex 3.]  [77:  (1) Solidarity; and (2) Principle of solidarity and social justice. Annex 3.]  [78:  (1) Equality; (2) Justice, fairness and equity; (3) Equity principle; and (4) Equality. Annex 3.]  [79:  Annex 3.]  [80:  (1) Promoting research; (2) Putting human rights up front; (3) Promoting transparency; (4) Educating about cost-benefit and inequality; (5) Practicing multi-stakeholder governance; (6) Mainstreaming AI ethics; (7) Investing in AI research and development; (8) Fostering a digital ecosystem for AI; (9) Shaping an enabling policy environment for AI; (10) Building human capacity and preparing for labour market transformation; (11) International cooperation for trustworthy AI; (12) Establishing impact assessment; (13) Ensuring education; (14) Ensuring systemic changes and processes; (15) Providing for technical measures and governance strategies; (16) Ensuring responsibility and accountability; (17) Providing for technical solutions, research and awareness and regulatory approaches; (18) Ensuring beneficence; (19) Ensuring trust; (20) Ensuring sustainability; (21) Ensuring gender sensitive approach; (22) AI systems must be equipped with an ethical ‘black box’; (23) Ensuring human centred AI; (24) Ensuring democracy; (25) Use of AI in public service delivery; (26) Ensuring open market; (27) Data policy; (28) Fighting digital divide; (29) Ensuring infrastructure; and (30) With specific provisions applying to the private sector and technical community, academia, civil society, media actors and UNESCO, UN agencies and other international organisations. Annex 4.] 


Separate issues arise with regard to the development of ‘super artificial intelligence’ or super intelligent robots.[footnoteRef:81] Superintelligence generally refers to the development of artificial intelligent capacity in advance of humans across a full range of activities. This corresponds with general AI rather than narrow AI.[footnoteRef:82] Specific residual concerns have to be considered with regard to levels of machine sentience, artificial consciousness, liability or control and human interfaces.[footnoteRef:83] [81:  See, for example, Nick Bostrom, Superintelligence: Paths, Dangers, Strategies (OUP Oxford 2014).]  [82:  Bostrom, Superintelligence (n 350).]  [83:  Section 9(8).] 
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Artificial Intelligence   (AI) Rights   TECHNOLOGY LAW, RIGHTS AND ETHICS       PROF G A WALKER       (12 )   AI and  Super AI   Rights     Related issues arise with regard to AI a nd the emergence of General AI a nd possibly Super AI. Over 80 separate codes  of conduct have been produ ced in the AI area with over 172   o n  automated decision making (ADM) .

1

  A number   of major  BigTech companies, for example,   established a non - profit  Partnership on Artificial Intelligence t o Benefit People and  Society   in 2016 to promote understanding of artificial intelligence (AI).

2

  The OECD has produced five values based  principles for responsible use of AI.

3

  The Institute of Electrical and Electronics Engineers (IEEE) established a  Global   Initiative on Ethics of Autonomous and Intelligent Systems   which produced eight general principles within the first edition  of its  Ethically Aligned Design   principles.

4

  The US Computing Community Consortium (CCC) and the Association for  the Advancement of Artificial Intelligence (AAAI)  have   produced a separate proposed  20 Year AI Roadmap .

5

  Research  and collaborative work has also been taken forward by OpenAI which was or iginally set up by Elon Musk and Sam  Altman and others in December 2015.

6

  The  Future of Life Institute   produced 23 common principles for AI following a  Conference in Asilomar in Monterey, California in 2017.

7

    An EU High - Level Expert Group on Artificial In telligence (AI HLEG) has recommended that AI systems be lawful,  ethical and robust and has produced a list of seven key requirements on AI systems.

8

  The HLEG has also produced a set  of 33 recommendations to promote sustainability, growth, competitiveness a nd inclusion.

9

  The EU issued a Draft AI  Regulation in April 2021.

10

  The EU had produced a  White Paper on AI   in February 2020 which examined policy options  in promoting AI and managing relevant risks.

11

  The European Commission had confirmed that it would bring forward  legislation to manage the human and ethical implications of AI as part of its 2019 - 2024 political guidelines.

12

  AI had also  been considered by the European Council in 2017

13

  and by the Europe an Parliament in 2020 and 2021.
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1

  https://algorithmwatch.org/en/ai - ethics - guidelines - global - inventory/ .  See also  Geoff Mulgan, ‘ AI ethics and the limits  of code(s)’   https://www.nesta.org.uk/blog/ai - ethics - and - limits - codes/?gclid=Cj0KCQiAmpyRBhC - ARIsA Bs2EAqHE6mm06sSYAJMobGrkG5F4lneWUkygLI9P2R3uiaVCjQWbb2muksaAuncEALw_wcB .    

2

  Members include Amazon, Google, Facebook, IBM and Microsoft with Apple joining in January 2017. Richard Waters,  ‘US tech groups unite to dispel AI fears’  Financial Times   (28 Septe mber 2016); Seth Fiegerman, ‘Facebook, Google,  Amazon Create Group to Ease AI Concerns’  CNN Money   (4 December 2016). See also  https://www.partnershiponai.org    

3

  (1) AI should benefit people and the planet by  driving inclusive growth, sustainable development and well - being; (2)  AI systems should be designed in a way that respects the rule of law, human rights, democratic values and diversity and  should include appropriate safeguards including human intervention   where necessary to ensure a fair and just society; (3)  there should be transparent and responsible discourse around AI systems to ensure that people understand AI based  outcomes and can challenge them; (4) AI systems must function in a robust, secure and  safe way throughout their  lifecycles and potential risks should be continually assessed and managed; and (5) organisations and individuals  developing, deploying or operating AI systems should be held accountable for their proper functioning in accordance  w ith the above principles. OECD, ‘Principles on AI’ available  https://www.oecd.org/going - digital/ai/principles/ .   

4

  These consist of: (1) human rights; (2) well - being; (3) data agency; (4) ef fectiveness; (5) transparency;  (6)   accountability; (7) awareness of misuse; and (8) competence. IEEE,  Ethically Aligned Design   (1ed) 4 and 17 - 35.  

5

  This specifies the AI landscape with AI driven capabilities, aspirations ,   research priorities ,  cross - cutting   issues and  recommendations for AI research. CCC and AAAI,  A 20 - Year Community Roadmap for Artificial Intelligence Research  in the US   (May 2019).  

6

  https://openai.com .   

7

  Future of Life Institute,  Asilomar   AI Principles   (2017) available  https://futureoflife.org/2017/08/11/ai - principles/ .  

8

  The seven key requirements relate to: (1) Human agency and oversight; (2) Technical robustness and safety; (3) Privac y  and data governance; (4) Transparency; (5) Diversity, non - discrimination and fairness; (6) Societal and environmental  well - being; and (7) Accountability. EU HLEG,  Ethics Guidelines for Trustworthy AI   (8   April 2019).  

9

  AI HLEG,  Policy and Investment Recom mendations for Trustworthy AI   (26 June 2019).  

10

  European Commission, Proposal for a Regulation laying down harmonised rules on artificial intelligence (Artificial  Intelligence Act) and amending certain Union legislative acts (Brussels 21.4.2021) COM (2021)   206 final.  

11

  European Commission,  White Paper on Artificial Intelligence  –   A European approach to excellence and trust   COM  (2020) 65 final, 2020.  

12

  European Commission, ‘A Union that strives for more’  https://ec.europa.eu/commission/sites/beta - political/files/political - guidelines - next - commission_en.pdf .   

13

  The European Council called for an examination of AI with data protection, digital r ights and ethical standards.  European Council,  European Council Meeting (19 October) 2017  –   Conclusion   EUCO 14/17, 2017, p8. See also Council  of the EU,  Presidency Conclusions  –   The Charter of Fundamental Rights in the context of Artificial Intelligence an d  Digital Change   (2020) 11481/20.  

14

  The European Parliament has issued resolutions on AI and ethics, liability and copyright as well as criminal matters  and in relation to education, culture and the audio - visual sector (see also nn 262 and 268). The Commis sion was to propose  legislative action to secure relevant opportunities and benefits as well as ensure appropriate ethical principles for the 

