
Solution Quiz 3

Question 1. a) Suppose that

Xt = εt + t, t = 1, 2, ...

where εt is a white noise sequence with zero mean and variance Eε2t = 1.

Investigate whether time series Xt is covariance stationary.

b) Suppose that
Xt = tεt, t = 1, 2, ...

where εt is a white noise sequence with zero mean and variance Eε2t = 1.

Investigate whether time series Xt is covariance stationary.

Solution of Question 1.

Time series Xt is a covariance stationary time series if it satisfies three prop-
erties:

– EXt = µ for all t (does not depend on t);
– V ar(Xt) = σ2 for all t (does not depend on t);
– Cov(Xt, Xt−k) = γk - covariance function depends only on the lag k

and does not depend on t.

a) We have
EXt = E[εt + t] = E[εt] + t = 0

since by assumption E[εt] = 0. We see that mean EXt changes with t.
Therefore, this time series is not covariance stationary.

b) We have
EXt = E[tεt] = tE[εt] = 0

since by assumption E[εt] = 0. Hence, mean EXt does not change with t.
Next we compute the variance:

Var(Xt) = E(Xt − EXt)
2 = EX2

t = E[(tεt)
2] = t2E[ε2t ] = t2.

since by assumption E[ε2t ] = 1. We see that the variance Var(xt) changes
with t. Therefore, this time series is not covariance stationary.
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Question 2. Explain why the following sequence

ρ1 = 0.8, ρ2 = 0.5, ρ3 = ρ1 + ρ2, ρ4 = ρ1 + ρ2 + ρ3, ...

cannot be the auto-correlation function of a covariance stationary sequence.

Solution of Question 2.

Correlation function ρk at lag k of a covariance stationary time series Xt

satisfies three properties:
– ρ0 = 1
– ρk = ρ−k for any lag k = 1, 2, 3, ...
– |ρk| ≤ 1 for any k.

We have that

ρ3 = ρ1 + ρ2 = 0.8 + 0.5 = 1.3 > 1.

Therefore ρk cannot ne correlation function of a covariance stationary time
series.
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Question 3. Using the following EVIEWS correlogram of time series Xt,
determine whether xt is a white noise time series (series of uncorrelated
random variables).
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Brief solution of question 3.

(i) (Testing for correlation using ACF.) Time series is a white noise if
it is serially uncorrelated, that is ρk = 0 for k ≥ 1. Hence, to test for white
noise, we test the hypotheses

H0 : ρk = 0 against alternative H1 : ρk 6= 0
at each lag k = 1, 2, ... at significance level 5%.

Rule: ACF ρk at lag k is significantly different from zero at 5% significance
level if |ρ̂k| > 2/

√
N , where N is the number of observations.

If |ρ̂k| ≤ 2/
√
N , then ACF at lag k is not significantly different from 0.

If time series is white noise, then we do not reject H0 for any k = 1, 2, ...

(ii) Ljung-Box test. This test can be also used to test for zero correlation.
We select m = 1, 2, ... and test the hypothesis

H0 : ρ1 = ....ρm = 0 against alternative
H1 : ρj 6= 0 for some j = 1, ...,m.

We reject the H0 at 5% significance level, if p− value satisfies p < 0.05. If
time series is white noise, then we do not reject H0 for any m = 1, 2, ...

(iii) We have 2/
√
N = 2/

√
400 = 0.1. Since |ρ1| = 0.023 < 0.1, |ρ2| =

0.032 < 0.1, ..., and so on. We find that ρk is not significant at any lag
k = 1, 2, ... at 5% significance level, because |ρk| ≤ 2/

√
N = 2/

√
400 = 0.1.

So, this time series is a white noise.
From the correlogram we see that p-values of Ljung Box test satisfy p >

0.05 for all m = 1, .... So H0 is not rejected at any m and this time series is
a white noise.
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