
Solution Quiz 4

Question 1.

Using the following Eviews output determine order p of AR(p) model and
order q of MA(q) model you would fit to the data.

Write down the model you would fit to the data.

Comment on how would you check the fit of your model to the data.
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Brief solution of Question 1

(i) To select the order p for AR(p) model, we use the sample PACF function.
We test the hypothesis

H0 : ρk = 0 against alternative H1 : ρk 6= 0

at lags k = 1, 2, ... at significance level 5%, where ρk is the PACF function.

PACF ρ̂k at lag k is significantly different from 0 at 5% significance level, if
|ρ̂k| > 2/

√
N , where N is the number of observations.

If |ρ̂k| ≤ 2/
√
N , then PACF at lag k is not significantly different from 0.

Rule: we select for p the largest lag k at which the PACF is significant.

This rule can be used because PACF of the AR(p) model becomes 0 for
k > p.

(ii) To select the order q of MA(q) model, we use the sample ACF function.
We test the hypothesis

H0 : ρk = 0 against alternative H1 : ρk 6= 0

at lags k = 1, 2, ... at significance level 5%, where ρk is ACF function.

Rule: ACF ρk is significant at lag k at 5% significance level, if |ρ̂k| > 2/
√
N ,

where N is the number of observations.

If |ρ̂k| ≤ 2/
√
N , then ACF at lag k is not significantly different from 0.

We select for q the largest lag k at which the ACF is significant.

(iii) We have 2/
√
N = 2/

√
625 = 0.08. The PACF is significant only at lag

1 and 3. Hence we would fit AR(3) model.
The ACF shows significant correlation at the lags 1 and 2. Hence we

would fit MA(2) model.
From the two models AR(3) and MA(2) we select a simpler model MA(2)

with smaller number of parameters which should to be fitted to the data.

(iv ) According to above, we can fit MA(2) model Yt = φ0+εt+θ1εt−1+θ2εt−2

where εt is white noise.

(v) This MA(2) model fits the data if residuals ε̂t are uncorrelated. We could
use the correlogram of residuals to test whether residuals are uncorrelated.
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Question 2.

Using AIC information criterion values obtained fitting an AR(p) model,
select the order p of an AR model you would fit to the data:

p 0 1 2 3 4 5 6
AIC 3 -2.3 -2 -1.1 0.6 1.7 1.8

Write down equation of your AR(p) model.

Solution of Question 2. Using AIC information criterion we select the
model which minimizes the AIC value. In this case the minimum value −2.3
corresponds to p = 1, so AR(1) model should be fitted to the data.
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