MTH 4104 Mock Exam Paper (2023-2024) Shu SASAKI

This mock paper is purposely slightly harder (but only just) than the actual paper I've written
this academic year.

QL. Let R be a relation on the set of positive integers:
aRb < either a divides b, or b divides a

Is this an equivalence relation? If so prove it. If not, explain exactly which axioms it fails to satisty,
by giving an explicit counter-example for cach.

Al. e afRa holds since a always divides a.

o [f aRb holds, then bRa holds. This follows by definition.

o [f aRb and bR¢, should afRe hold? Not necessarily. For example, 2R6 and 6/R3 hold; but
2R3 does not hold (as neither 2 divides 3 nor 3 divides 2). Hence R is NOT an equivalence rela-
tion (failing on the transitivity).

Q2. Solve the following set of equations in X and Y in Fy3:

X+4Y = 17 mod13
X—-2Y = 6 modl3
A2. Subtracting the second congruence equation from the first, we get 6Y = 11 mod 13.

To solve this equation in Y, we use Euclid’s algorithm to find a pair of integers @ and b such that
6a + 130 = ged(6,13) = 1. Granted, multiplying 6Y = 11 by a, we get 6aY = 1la which is
Y = 11a mod 13 (because 6a = —13b + 1 = 1 mod 13). By Euclid’s algorithm or otherwise, we
find (a,b) = (11, —5) does the job. Therefore ¥ = 11 - 11 = 121 = 4 mod 13. Plugging this
back into one of the given congruence equations, we find X = 1 mod 13. So (X, Y) = (1,4) mod
13 is the solution.

Q3. (1) Let G be the set of real numbers that are not equal to —1. Define a binary operation *

onGby
axb=a+ b+ ab.

Prove that (G, *) is a group.

(2)[Extra for Enthusiasts] Let S be a set consisting of four symbols {&, &, 0, #}. Define a
binary operation * on S by the following table which describes (row) * (column):

O 0V M

t RCROE
t JRCROE Ik
L JRCE .
ol K B¢
SRCE k2

Is (S, *) a group? Justify your answer.



A3.(1) We check the group axioms.

(GO) Since @ + b + ab is evidently a real number, it remains to check it is not equal to —1 (ifa
and b are not). If @ + b + ab were equal to —1, thena +b+ab+1 = (a+ 1)(b + 1) would be 0.
However, since neither @ nor b is equal to —1, this is a contradiction.

(G1) On one hand,

(axb)xc=(a+b+ab)xc=(a+b+ab)+c+ (a+b+ab)c =a+b+c+ab+ bc+ ca+ abe.
On the other hand,
ax(bxc)=ax(b+c+bc)=a+ (b+c+bc)+alb+c+bc)=a+b+c+ab+ bc+ ca+ abe.

Combining, (@ * b) xc = a* (b *c).
(G2) The identity element of G with respect to * is 0. Indeed,

ax0=a+ 0+ a0 =a.

Similarly,
Oxa=0+a+0a=a.
[How do we find e? We need to find e in G such thata x e = a, i.c. a + e + ae = a, for every a in
G. Subtracting @ from both sides of the equality, we get e + ae = 0, i.e. e(1 + a) = 0. However,
we know by assumption that @ is not equal to —1 and as a result 1 4+ a is never 0! The only way the
product e(1 + @) attains 0 is that e itself'is 0.]
(G3) The inverse of @ is —1 + 1/(1 + a) (since @ # —1, 1 4 a is non-zero). Indeed,

1 n a 0
—a —
1+a 1+a

1 1
ax( +1+a) a+( )+1+a+a< +

= -1

1+ a)> o+ =D+
Similarly, it is possible to verify (=1 +1/(1 +a)) * a = 0. [How do we find the inverse b of @ in
G? We need to find b such that @ * b = 0 (as seen in (G2), the identity is 0), i.e. @ + b + ab = 0.
Adding 1 on both sides, we geta +b+ab+1 = 1 ic. (a+1)(b+1) = 1. Sincea # —1,

1+ a # 0 and therefore b + 1 = 1/(1 + a). In conclusion, b = =1+ 1/(1 + a)]

(2) It is a group. (GO) Since all combinations of (row) * (column) lie in S, (GO) holds (without
further expenditure of effort). (G2) & is the identity element. Indeed, the first row and the first
column prove (G2). (G3) According to the table, the inverse of de is & itself] the inverse of > is #,
the inverse of O is O itself, and the inverse of @ is .

Parenthetically, it is easy to check from the ‘symmetry’ of the table with respect to the ‘diagonals’

that (G4) holds, hence (S, ) is abelian. This is not part of Q3(2) though.

(G1) 'This is the hardest to check (formally). We can use the commutativity of * to convince
ourselves that it suffices to check (a quarter of) all possible combinations:

Qi) =i d= ()« d

b (B0 = drO= (hid) O
S (BxQ)=+xQ = (dxd) 0
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LEIC EY JER EY N EX JEY )
$5(050)=REO=0 =050 = (B50) 50
Sx(Ox0V)=R+<M=8=305x0=(Rx$)x0
Sx(OCxB)=Rhrdh=0=Cx@=(0x))x0
LENVERVIIER B EF EAVERVESC FAVIERY
Sk (V@) =&+xO=0=0+xM8=(+x0)xd
L EICEY JER EAVIESVES EY ENC EY JEX )

Ox(OxQ)=0xV=0xO=(0xO)
Gx(O*D) =0+ M=k =00 = (O%0) 50
OO M) =0 B=0=0Vr M= (Ox0) b

Vx(VxQ)=0Vxb=8+x0=(0xQ)xQ
Ox(Q+M)=0xO=M=S+xb=(0Vx0)xM
CENC RN JEN EAVESVEY ESCEY JEX

(I am sure no one goes down this road, but I feel morally obliged to show you how this is done!)
or simply spot that the table seems to manifest the same set of additive relations as § = Zy with

& = [0]4,0 = [1]4,© = [2]4 and & = [3]4. In face, I have used this viewpoint to pull off the

calculations above. Since we know that (Zy, +) is a group under addition, (S, *) is a group.

Q4. Let (R,+, X) be a ring and 0 denote the identity element with respect to addition +.
Prove that a0 = Oa = 0 for every element a in R.

A4. This is Proposition 16. By (R+2), 040 = 0. Multiplying a from left, we obtain a(040) =
a0. The LHS equals a0+a0 by (R x+), while the RHS equals ¢0 = a0+40 by (R+-2) again. Plugging
these back into the equality, we get

a0 + a0 = a0+ 0.

Proposition 15 on the other hand asserts @ + b = a + ¢ implies b = ¢ for any a, b, ¢ in R- this
follows simply by subtracting the (unique) inverse of @ from left

(

(—a)+a+b= (—a)—l—a—irc(R:J;l) (—a+a)+b=(—a+a)+c 0o =0+c"E o=

We therefore conclude that a0 = 0. On the other hand, multiplying @ from right on 0 4+ 0 = 0,
we obtain (0 4 0)a = 0a and therefore

Oa+0a =0a+0

as before. By Proposition 15 again, 0a = 0.

Q5. Let H be Hamilton’s quaternions, i.e. the set of elements of the form
cl+c(p)p+clq)g+c(r)r € R1+Rp+Rg+Rr

where the basis elements 1, p, ¢ and 7 satisfy the multiplicative relations
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o lp=pl=p lg=ql=q lr=rl=r,
o p=—-1,¢4=—-1,r2= -1,

® pqg=r1,qp=—T,

® gr=p,rq=—p,

® 1p=4q,qr =—gq,

together with natural addition and multiplication (prescribed by the relation).
(1) What is the multiplicative inverse of p+¢—r7? (2) Is H a field? If so, prove it. If not, explain
why.

A5. (1) In the lecture, we show that the multiplicative inverse of a non-zero element of H of
the form ¢ + ¢(p)p + ¢(q)q + ¢(r)r is given by
c cp), g o)

P T

R R R R

where R is the positive real number ¢ + ¢(p)? + ¢(g)? + ¢(r)? (since the element is assumed to
be non-zero, ¢, ¢(p), ¢(q) and ¢(r) are not simultaneously zero; and this translates as R being non-
zero). The question asks the case when (¢, ¢(p), c(q),c(r)) = (0,1,1, —1). So the inverse we seek
is

1 1 —1
A
(2) H is not a field, because it is not commutative ring. For example, pq is not equal to gp.
Q6. Find polynomials f (X)) and g(X) in F3[X] such that (X3+[2])/ (X)+([2] X°+[2])g(X) =
ged(X® + (2], [2]X° + [2]) in F5[X].
AG6. Since [2][2] = [4] = [1] in F5 = {[0], [1], [2]}, Euclid’s algorithm in F3[X] sees
X4+2] = [2]X%([2]X5 +[2]) + [2]X% + [2]
21X°+ 2] = (X"+[21X* + [1])([2)X* + [2]) + [0].

Hence [2]X? + [2] is a common divisor. To get the ged, we need to find a monic polynomial of
degree 2 that divides [2]X? + [2] in F3[X]. To this end, it suffices to multiply [2]X? + [2] by the

multiplicative inverse of [2]. Since the inverse is [2] itself,
[2]([2]X* + [2]) = [4]X* + [4] = X* + [1].

The ged is X% + [1].
On the other hand, Euclid’s algorichm shows

[21X* + 2] = (X* + [2]) — [21X*([2]X° + [2]).

As we have did in finding ged, to find f and g, we multiply this identity through by [2]. The LHS
becomes X? + [1] (as seen above), while the RHS should, correspondingly, become

[2(X" + [2]) — [41X*([21X° + [2]) = [2(X® + [2]) — X*([2]X° + [2]).
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In other words, (f,g) = ([2], —X?) does the job.
Q7. Let 0 be an element of ;g of the form
1 4 56 7 8 9 10
4 6 8 1 5 10 3 2

(1) Write o in cycle notation . (2) Let 7 be (1)(286 7)(354 9)(10). Compute oo 7! in cycle

notatioon. (3) Determine the order of .

=~ N

3
9

A7. (1) (146)(275810)(39). (2) Since

1= (1)(2768)(3945)(10) = ( 1 g

LW Ot
oo O
[S2IEEN |
N Co
= O
—_ =
o O
~~
I

3
9

~ N

. (123456 78910\
gor _<4 S 38010 176 o )= (1487(259610)(3).

(3) It is given by the lem of the lengths of all cycles in the cycle expression of 0, i.c. lem(3, 5, 2) = 30.



