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General 1-player games

Colin

work hard(w) goot off (g)
not zero-sum

Work

i
hard (3 , 3) (0

, 1) game
(w)

goof
oft (1 , 0) (1

< 1)
(9)

Rosemary's set of strategies E
= &W, gb

Colin's set of strategies =20, 93
Write out Rosemary's payoff function Up : RxC > R

Write cut Colin's payoff function U2 : RXC-IR

u
, (w,w) = 3 Uz(w ,w) = 3

U
, (w , g) = 0 Uz(w , 9) = I
4
, (9,w) = 1 42(9

,w) = C

4
, 19, 9) = 1 42(9

, 9) = ↑



For general 2-player game
Let R = set of Rosemary's strategies

C = set of Colin's strategies

For PER and CEC , ( , 2) is a
Nash equilibrium

if neither player has an incentive to change strategies

(assuming the other player doesn't change strategy) i
. e.

write this in symbols assuming U
,
is Rosemary's payoff function

U2 is Colin's payoff friction

4
,
(

, c)] U
, (r/, c) VER

42(r,) EU2(, c) C'eC

Does or example have any
Nash equilibria ?

Colin Yes

work hard wi goot off (g) (W ,w) is pure Nash
Work equilibrium
hard (3 , 3) (0

, 1)
(w)i goof
(1 , 0) (1

> 1)
(9 ,9) is pure Nash

oft
(9) equilibrium

(19) and (g ,w) are not Nash equilibria.



How can we systematically and quickly find
a Pure Nash equilibrium .

Method 1 : check each ( ,CERXC .

Quite slow

Colin

=> =
- - -& --> -
- - -

- = No Nash equilibria.
↑

3 Nash equilibria : (ris(2)
,
(rz

, 4) , pure
↑
pure (12

, (b)

Crisj) is a (pure) Nash equilibrium if and
only it

S

C gives highest payoff to Colin
When Rosemary plays Vi I we say is
Colin's best response to vi)
and

ri gives highest payoff to Rosemary
When Colin plays < (We say ri is Rosemary's
best response to (j)

Method : mark each player's best response to the other
player's strategies.
Cric(j) is a Nash equilibrium it and only it it
is marked twice

Not all general 2-player games have a pive Nash equilibria



R = Er, ...., k Rosemary's strategies
C = E , ..., ( 3 Colin's strategies

1 (R) = (2) = (x,2 - )2b) : x, + x2t .. . + xh = 13
A(l) = 22 = (y,) .., (1) : Y , + 32 t ... + y = 13

Recall defi : consider a zero-sum game
with payoff matrix A.

For EA/R) and EA(C)
,
(2 , 1) is a

mixed Nash equilibrium it

TA2A EAR)
-

and A1E TA FEA()
Deta Consider a general game with payth
matrix A , for Rosemary and A2 for Colin
ForEA(R) and IEA(C)

,
(2

, 2) is a

mixed Nash equilibrium it

A1 TA
,
I Fee AIR)

ALITALL LEAK)

John Nash proved that every general
2-player game has a mixed Nash equilibrium

using Brouwer's fixed point theaem from
topology -

No
easy way of finding those

mixed Nash equilibrium .
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Recap quiz (paraphrased defus/theorems)

Consider on LP in standard equation form

maximise

subject to A = b
,
270 .

An extreme point solution is a feasible solution ?

such thata cannot be written as
x2 + (1 -x) 2

Where
, I are distinct

feasible solutions and

* t [C/ 1)
.

A basic feasible solution is a feasible solution o
-

in which the non-zero entriesct

correspond to linearly columns of A
.

independent

Last time we proved two results
① Every up (in standard equation form)

has an optimal solution that is on
extreme point solution (provided it has
at least one optimal solution).

② Given on LP in Standard equation form

every basic feasible Solution is an

extreme point solution and vice versa.

(proot not completed)
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Here A = (
12210

%127010
24700

(iii) This is a BFS.

First its clear that all the constraints and sign
restrictions are satisfied

Also we must check that (81
,
(8)

,
(3)

are

linearly independent , because they are the standard
basis for 3.

[Alternatively if we solve x , (8) + (8) +x() = 8
gives x = x2=X3 =0

,
which shows these

vectors are linearly independent.
Hence it is also an extreme point solution by
a theam in lectmes.



(il (1
,

1
,
0
,
0
,
0
, 0)' satisfies constraints and sign

restrictions so is feasible,

By definition
,
(1 , 1

,
0
,
0
,
0
, 0) is a BFS if and

only it (1) and (E) are linearly independent:
However these two vectors are linearly dependent
because 2(2) - (2) = Q so this is not a

BFS .

This is not on extreme point solution (by a
theorem from lectny is an extreme point
solution it and only if it is a BFS) .

(ii) This is not a BFS because the rectors

Cal
,
4)
,
Col , (8) are linearly dependent

since (2) - (8) - (8) - 2() = 8.
Also not an extreme point solution by
the same the from lectures (in part (i) ) .

Alternatively : have more vectors than the

dimesion of the vectors
,
so linearly dependent).



This is a bookwork question

This is claims from long pract in week 4.

Basic idea.

is optimal so I is feasible.

2 is not extreme point solution means by
definition that can be written as

-

2= Xy + (1-y)] for distinct feasible solutions

1 and 2 and XECO11).

Then show ! and I are optimal

Get credit for clearly saying what you're
trying to do even if you can't actually
do it.



Basic terminology

strategy , outcome, payoff matrix, zero-sum game,

mixed strategy
choice

, pair of strategies , payoff for each
outcome,

vector of probabilities .
For zero sum ganle

What is a pure Nash equilibrium in words/symbols ?

What is the security level of a strategy in words/symbols ?

What is best security level for a player ?

How are they related ?
Th

<up , (9) is a pue Nash equilibrium ifh

security of up = security of Ca
.



For zero Sum games

How do we compute expected pay off
When players Use mixed strategy
If Roomay plays EAIR) and Colin plys IEAK)

expected pay TAL = [ aijiy ;
is)

What is a mixed Nash equilibrium in words/symbols ?

What is the security level of a mixed strategy
in words/symbols

(
, 1) is mixed Nash equilibrium it neither
player has an incentive to change

decrity of 2 is smallest payoff to Rosemary if
-she plays 22 and Colin plays a pure strategy

= mine ; = min A

j j
-

How are they related.
How do we write LP's to find Optimal mixed Strategy ?

i. e. mixed strategy with best security.



(i)
12 security level for

28 8
row player's strategy I = O

2 =- 6

column player's strategy I = C

2 = G
The cutcone (1

, 1) is a pure Nash
equilibrium

because the security levels match.
No other

pure Nash equilibria .

ciil
is

(1
/ 2) is a put a pue

'
-60

Nash equilibrium if and only
6 if

security level when
- security level when

colin plays I Rosemay plays
↑ ↑

This min (1 , 6)
This is 6 no what
B iS

We have min ( , 6) =6 it and only it 16.
(iii) All values of is because by turn from

lectures all 2-player zero-sum gones have
a mixed Nash equilibrium.
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5/6 Y6

/3

2/3

(ii) It is enough to show that the security level of
& is equal to security level of 1.

expected payoffWhen Rosemary plays 2 , Colin plays <
/3X6 + 4/3y3 = 4

Ruemay plays 22
,
Colin plays 22

1/3x-6 + 2/yx9= 4

Gearity level at 2 = min(4/4) = 4

expected payoffWhen Colin plays 2 , Rosemary plays in

5/6x6 + 5 x (-6) = 4

Colin plays 3 , Rosemary plays in

5/643 + y6x 9 = 4

security for 1 = max( / 4) = 4
security levels match and 50 (41) is

by a theorem in lectures.


