
Please complete evaluation survey
on QMplus

Game theory
- Decision making when agents/players
interact

- Assume agents behave rationally.

- Many applications in Economics



Game Theory
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Deta A 2-player strategic game is a game
With two players

player I/row player/Rosemary
Player 2/column player/Colin

i . e. shoices
The game is specifiedby
- A set of Strategies A , for player
a set of strategies A2 for player 2

- player is payoff function U : A
, y AzIR

player 2's payoff function H2 : A ,
XAL - IR

i . e. if player I plays strategy aitAl

player 2 plays Strategy A2EA2
then payoff to player / is u . 19 . 192)
...

- player 1 is U2(9 , 192)

Remarks
- A pair of strategies (a , 92) with A, EA,
andEA2 is called on outcome

- "payoff" is numerical value of happiness
of a player from a particular outcome.

-
So payoff to any player depends on both
on their choice of strategy and the other
player's choice.



A payoff matrix for a 2-player game is
a matrix

Rosemay
- ros are labelled by player is strategies
columns Colin

-

-... player's strategies

- For a strategy a Cresp . 92) of

Player/ Cresp . player 2) the (91 , 92)

entry of the matrix consists of

Rosemary's payoff U
,
(9
, 92) followed by

Colin's payoff U2(a
, 92),

Assumption (Principle of rational choice)
In any situation, a player will seek to
maximise their payoff.
We mostly focus on zero-sum games.

Deta A 2-player strategic game is called
a zero-sum game if for each outcome
Ca
.,92/EA ,

XA2
, we have U

,
19
, 92) = - U2 (a , 92)

Ci . e . payts of the two players sum to 200)

Wesimplifypayoffmatrixby only writing parta
simplified payoth

matrix
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One more example

What are the strategies for each player ?
Write down payoff matrix ?
Is this a zero-sum game ? Yes Colin

(1 , 0dd) (2
,
0dd) (1

, even) 12
, even

Rosemary
(1

,
- 1) (- 1

,
1) (- 1

, 1)(2 , - 2)

2 ( - 2
, 2) (2

, -2) (11 - 1) ( - 2, 2)

Colin

(1 , 0dd) (2
,
0dd) (1

, even) 12
, even

Rosemary
I I - I -I 2

2 - 2 2 1 - 2

In simplified payoff matrix
- Rosemary wants outcomes with high

value

- Colin wants outcomes with low value.



Colin

Ci C2

Rosemary T 100 - 50 security of v,
= -50

2 S 20 Security of 12 = 8 (best)
security securityat
of C C2 = 20

J

= 100 (best)

It is simplified payoff
matrix)

Deta Suppose we have a 2-player zero-sum gaid
where R= Eris ...,23 is the set of Rosemary's strategies

C = Ess ...,> is the set of Colin's strategies

security level of up= min entry in throw of A
swast payoff for

= in Apj Rosemary if she plays
rp)

security level of Ca = max entry in 9th column of A
= max q (tells us worst payoff
j for Colin if he plays

Ca with a minus sign)

Best security level for Rosemary is the highestof her security levels
Best security level for Colin is the lowest
of his security levels,



Colin

Ci C2

Rosemary T 100
->

-
-

50h
2 * 20

--

In example, playing accoring to security
levels

is "unstable" : Colin has an incentive
to

change his strategy.

In fact everyoutcome is "unstable"

This motivates idea of Nash equilibrium.

Informally , a pure Nash equilibrium is

a pair of strategies (ri , <) (i . e· on cutcore)
what neither player has an incentive to

change their strategy unilaterally.



Deta Pure Nash equilibrium in zero-sum games

Consider a zero-sum game with payoff matrix
A = aij Where R = Er , , . . ., r3 is set of Rosemay's strategies

and C = Ep , . . ., 3 is set of Colin's strategies

A pair of Strategies (ri , <) is a
Nash equilibrium

it
aijai for all i

= 1 . -k

andGij hijs for all j' = .. &

i
. e. Aij is the largest enty in its column

and smallest entry in its raw

ISO Rosemary cannot increase her payoff by
choosing a different strategy from ri
assuming Colin stays at C;
Coli cannot increase his payoff by

choosing a different strategy from Ci

assuming Rosemay stays at ri.



Deta Pure Nash equilibrium in zero-sum games

Consider a zero-sum game with payoff matrix
A = aij Where R = Er , , . . ., r3 is set of Rosemay's strategies

and C = Ep , . . ., 3 is set of Colin's strategies

A pair of Strategies (ri , <) is a
Nash equilibrium

it
aijai for all i

= 1 . -k

andGij hijs for all j' = .. &

i
. e. Aij is the largest enty in its column

and smallest entry in its raw

ISO Rosemary cannot increase her payoff by
choosing a different strategy from ri
assuming Colin stays at C;
Coli cannot increase his payoff by

choosing a different strategy from Ci

assuming Rosemay stays at ri.
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Can
you find a Nash equilibrium ?

How many can you find ?



Thm Suppose we a 2-player zero-sum game.

Let U be best (highest) security level for row player
U. be best Clowest) security level for column player

The game a Nash equilibrium it
and only if

Up = U
.

# Let A = Gij be (simplified) payoff matrix
.

For any strategy up for row player
and any strategy ↳ for column player

security level of up E Apa E security level of call
Ca

Up App

Suppose Vi has best (highest) security level for
row player

has best Clowest) security level for
column player

U = security level security
of ri

E aij F level of
= U ,

↑ ↑ C ; (2)I
from (1)

So UNE U*



Suppose Up
* = Uc

*

Then from 125, we
know

security level of = aij = Security level
ri

of j

So

aijissmallestentryinitsra is
its

level

So Cricci) is a Nash equilibrium

For Converse
, Support Cip , Ca) is a Nash

equilibrium

ThenApp is smallest entry in its row defuch

C Nashand largest entry in its column
equilibrium

i

.

.e . App = Security level of Up & Ur
*

app = Security level of Cq7/ U*

So UEUA

But know Ur* U* by (2)
SO UH = Uc* L



Example matching pennies

zero-sum game with pay matrix
Colin

h t

h I - 1 - I

Rosemary
t
- 1 I - I

I I

Has no pure Nash equilibrium
scheck using deth of

using security levels
with previous tum)

It Rosemary plays any strategy (h/t) consistently
then eventually Colin plays opposite strategy (n/t)
and win.

Rosemary should pick her strategy randomly
to

prevent this !

Deta (Mixed Strategy

Let S = Es, , ..., Sh3 be the set of strategies for
a

player. A mixed strategy is a vector

= = (,2 , . . . , ) +IR satisfying , , . .

.. >/O

and x +x + ... + x = 1

Think of ; as the probability at playing Si.
We write A(s) for set of all mixed strategies (infinitelya
Each sits is called a pure strategy



Colin

ht
R = Eh , t) is set ch

I - 1 Rosemary's pure strategies
Rosemary ↑

- 1 1 C = Eh , t] is set of

Colin's pure strategies

e
.g. E = (5 , 3) is a mixed strategy for Rosemary

= (15) is a mixed strategy for Colin.

What is expected payoff to Rosemony it they use
there mixed strategies ?

payoff to Rosemary
Expected payoff

= [ IP (outcome) x from outcome
to Rosemary

Outcomes

= P(h , h) x) + 1P(u
,+) x + 1)

+ 1(t , h) x(1) + (P(t , t) x /

=3x ! x1 + Exx (1)
+ zx2x()) + zx x 1

= (513) (1 , ! ) ( =)
= ETAE

whereAissomatix,



For a general 2-player zero-sum game with
R = Er..., ray set of Rosemary's strategies
C= E( ...., 913 act C Colin's Strategies

A aij payoff Matrix,

It Rosemary plays mixed strategy A(R)
Colin plays mixed strategy 2 EACC) then

expected payoff to Rosemary

= [IP (outcome is Crisi) aij = Z ; ; Aij

Cris(i) Criscil

= TAY
_

expected payoff to Colin = TAY

Intuitively the security level of 3 is

min TAY
LEA(C)

i. e. least expected payoff to Rosemay if
She plays

Next theorem shows that minimising over all
1fA(C) is the same as minimising
over Colin's pure strategies


