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Question 1 [10 marks]. The registrar of Queen Mary wants to estimate how many students are living at home. Determine whether the following schemes of sampling students are simple random sampling, stratified sampling or neither. Explain your answers.
(a) The registrar keeps an alphabetical list of students. It is proposed that a number be chosen at random from 1 to 100 and the name that far down in the list and every hundredth name after it be selected.
(b) It is proposed that each school in the university chooses a predetermined number of randomly chosen students.
(c) It is proposed that someone should stand in front of the library and select a random sample of entering students.

Question 2 [12 marks]. Consider a $6 \times 2$ data matrix

$$
\left(\begin{array}{cc}
19 & 12 \\
22 & 6 \\
6 & 9 \\
3 & 15 \\
2 & 13 \\
20 & 5
\end{array}\right)
$$

of 6 observations of 2 variables.
(a) Find the sample covariance matrix of the data.
(b) Find the component of the data corresponding to the largest variance.

Question 3 [16 marks]. The following data shows a company's production and its employees' aggregate salaries in millions of pounds over 5 years.

| Production | 1000 | 2000 | 2500 | 4000 | 2300 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Salaries | 190 | 200 | 250 | 700 | 180 |

(a) (i) Compute the Pearson correlation coefficient $r_{s}$ between production and salaries, showing your calculations and without using the R cor function.
(ii) Under the assumption that the data are bivariate normally distributed with correlation parameter $\rho$, test $H_{0}: \rho=0$ against $H_{1}: \rho \neq 0$ at the $5 \%$ level, showing your calculations and without using the R cor.test function.
(b) Compute the Kendall correlation coefficient between production and salaries, showing your calculations and without using the R cor function.

Question 4 [13 marks]. Suppose that $Y_{1}, Y_{2}, \ldots, Y_{n}$ are independent $N(5, \theta)$ random variables, where $\theta>0$.
(a) Find the Cramér-Rao lower bound for unbiased estimators of $\theta$.
(b) Given that $\operatorname{Var}\left(\left(Y_{i}-5\right)^{2}\right)=2 \theta^{2}$, show that

$$
\frac{\left(Y_{1}-5\right)^{2}+\left(Y_{2}-5\right)^{2}+\cdots+\left(Y_{n}-5\right)^{2}}{n}
$$

is an unbiased estimator of $\theta$ of smallest variance.

Question 5 [13 marks]. Let $Y_{1}, Y_{2}, \ldots, Y_{n}$ be independent and identically distributed with probability density function

$$
f_{Y}(y)= \begin{cases}\theta y^{\theta-1} & \text { for } 0<y<1 \\ 0 & \text { otherwise }\end{cases}
$$

where $\theta>0$ is a parameter.
(a) Show that $\bar{Y}:=\frac{Y_{1}+Y_{2}+\cdots+Y_{n}}{n}$ is a consistent estimator for $\frac{\theta}{\theta+1}$.
(b) Determine whether $\frac{n}{n+1} \bar{Y}$ is a consistent estimator for $\frac{\theta}{\theta+1}$.

Question 6 [11 marks]. The Department of Agriculture and Rural Development (DARP) is currently seeking foxes in order to test them for Trichinella, a disease found in pigs. Suppose that out of 24 foxes, 3 of them are found to have Trichinella. Let $\theta$ be the probability that a fox has Trichinella. Our prior distribution of $\theta$ is $\operatorname{Beta}(1.5,1.5)$.
(a) What is the posterior distribution of $\theta$ ?
(b) Find the Bayesian estimate of $\theta$ under all-or-nothing loss.

Question 7 [13 marks]. Suppose the pure premium arising from a risk each year, measured in hundreds of thousands of pounds, has a $\mathrm{N}(\theta, 400)$ distribution, where the prior distribution for $\theta$ is $\mathrm{N}(700,500)$. You have been given data as shown in the first two columns in the table below.

| Year | Pure <br> Premium | Credibility <br> factor at <br> the start <br> of year | Average pure <br> premium based on <br> number of years <br> of past data available <br> at the start of year | At the start of the year, <br> the credibility estimate <br> of the pure premium <br> in the coming year |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 760 |  |  |  |
| 2 | 735 |  |  |  |
| 3 | 790 |  |  |  |

Using the data from the first two columns, calculate the remaining columns.

Question 8 [12 marks]. A statistician obtains data for eight houses. Variables for each house are selling price (in thousands of pounds), size of house (in square feet), annual property tax bill (in pounds), number of bedrooms, number of bathrooms, and the factor New which is 0 if the house is old and 1 if it is new.
The statistician runs the following R code and obtains the given output.

```
> fit.gamma <- glm(price ~ size + new + beds + size:new + size:beds,
    family = Gamma(link = identity))
> summary(fit.gamma)$coef
    Estimate Std. Error t value Pr (>|t|)
(Intercept) 44.3759 48.5978 0.9131 0.3635
size 0.0740 0.0400 1.8495 0.0675
new 60.0290 65.7655 -0.9128 0.3637
beds 22.7131 17.6312 -1.2882 0.2008
size:new 0.0538 0.0376 1.4325 0.1553
size:beds 0.0100 0.0126 0.7962 0.4279
```

(a) What model is being fitted? Give a complete answer stating all three components of the model.
(b) If you were selecting an optimal model by backward selection, which model would you check next? Justify your answer.
(c) Suppose that a house has 2064 square feet, three bedrooms, and is old. What does the fitted model predict that the selling price is?

