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Model building

In building a multiple regression model we have two objectives which seem to be in conflict:

1 having a model that describes the data
as well as possible

2 having a model that is as simple as
possible (the principle of parsimony)

We need to select multiple linear regression model that gives a balance between these
2 objectives.



How we will be using the F test to delete variables

1 Step 1: Lets say we start with a model of p − 1 explanatory variables and p
parameters.

2 Step 2: With an ANOVA table we can carry out a test of the overall model and
see that not all of the βi parameters are zero and hence the multiple linear
regression model has some significance and some explanatory power.

3 Step 3: But perhaps we could delete some of the explanatory variables to leave a
simpler model that still contains explanatory power.

4 Step 4: We do this with a Subset test. We are looking to see whether the p
parameter model could be reduced to a q parameter model (q < p).

5 Step 5: We are looking to see whether we can keep x1, x2, · · · , xq−1 but remove
xq, · · · , xp−1.

We call this process a Subset Test. We will cover today how to identify that which
variable to be consider for deletion.



Extra sum of squares principle

More specifically we are interested in whether these variables under
consideration for deletion significantly

1 increase the sum of squares due to regression or

2 significantly reduce the sum of squares due to residuals compared with the simpler
model that does not include them.

3 The idea is that we seek models that maximise the proportion of sums of squares
that are due to regression and minimise the proportion due to residuals.

This idea is referred to as the “Extra sum of squares principle”.



Approaches to delete variables

We seek the extra sum of squares due to xq, · · · , xp−1 given that x1, · · · , xq−1 are
already in the model. This can be written

SS(xq, · · · , xp−1|x1, · · · , xq−1)

Extra SS = Regression SS under the full model – Regression SS under the
reduced model
and

Extra SS = Residual SS under the reduced model – Residual SS under the full
model



Using F tests to delete variables

Extra SS:

If we calculate these sums of squares and call them

SSFull
R and SSFull

E for the full model

SSRed
R and SSRed

E for the reduced model

Then Extra SS is

SSextra = SSFull
R − SSRed

R

= SSFull
E − SSRed

E

(1)



Using F tests to delete variables

Matrix form for Extra SS:

We can split the parameter vector β into a vector for the reduced model and a second
vector of the parameters we are considering deleting

Let βT
1 = (β0, β1, · · · , βq−1) and βT

2 = (βq, · · · , βp−1)

so that

β =

(
β1
β2

)
Similarly we can split X into

X1: a columns of 1′s and then q − 1 columns

X2: p-q columns relating to the explanatory variables we may delete



Approaches to delete variables

Full and Reduced Models

The full model is

Y= Xβ + ε

Y= X1 β1 + X2 β2 + ε
(2)

The reduced model is

Y= X1β1 + ε (3)



Approaches to delete variables

Extra SS in Matrix form:

In matrix form

SSextra= β̂TXTY − β̂TXT
1 Y (4)

We now need to test whether the amount the Extra SS is [statistically] significant or
not. If it is significant we should keep the full model and not delete variables down to
the reduced model.



Approaches to delete variables

Subset test of hypothesis:

Our test is

H0 = βq = βq+1 = · · · = βp−1

H1 = at least one of these parameters is not zero
(5)

Reject H0 → evidence at least some of the variables xq, · · · , xp−1 are significant and
should be included in the model.

Cannot reject H0 → delete the variables xq, · · · , xp−1 and use reduced model.



Approaches to delete variables

Test Statistics:

F∗ =

SSextra

p− q
s2

where s2 = MSE in the full model

Under H0 F ∗ ∼ F p−q
n−p so we reject H0 at α significance level if F ∗ > F p−q

n−p (α)
If we reject H0 at least some of the additional p − q variables should be retained.



Approaches to delete variables



Other Approaches

There are a number of techniques to help decide which explanatory variables to keep in
a multiple linear regression model:

1 Using F tests to delete variables
2 Considering All subsets Regression
3 Backward Elimination
4 Stepwise Regression or Modified Forward Regression
5 Akaike’s Information Criterion (AIC)
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Model with natural order



Model with natural order



Exams Style Question

Based on the Boston dataset available on the library MASS, relative to Housing Values
in Suburbs of Boston. The variables of interest are:

Y equal to medv is median value of owner-occupied homes in $1000.
X1 equal to lstat is the lower status of the population (percent)
X2 equal to rm is the average number of rooms per dwelling
X3 equal to age is the proportion of owner-occupied units built prior to 1940

For Model 1: Yi = β0 + β1x1i + β2x2i + β3x3i + εi , where εi ∼
iid
N (0, σ2):

(a) test the hypothesis regarding the overall regression by using the F-test
(b) test the hypothesis regarding the parameters βj for j = 0, 1, 2, 3 by using the t-test

For Model 2: Yi = β0 + β1x1i + β2x2i + εi , where εi ∼
iid
N (0, σ2):

(c) test the hypothesis regarding overall regression and the parameters
(d) Which is the best model?



Exams Style Question

We fit the Model 1 to the data:



Exams Style Question

We fit the Model 2 to the data:



Exams Style Question

Solutions:

Looking at the Summary of Model 1

(a) Looking at the last line of the command summary, we find that the F-Test is equal
to 296.2 and there is strong evidence against the null hypothesis
H0 : β1 = β2 = β3 = 0 and the R2 is equal to 63% similar to the adjusted R2

(b) Moving to the parameters of interest, we look at the summary described above. In
this case, we have that there is evidence to reject the null hypothesis H0 : βj = 0
against the alternative H1 : βj 6= 0 for β1 and β2, thus the coefficients for lstat and rm
are statistically significant. On the other hand, the intercept and the parameter related
to age could not reject the null hypothesis, thus the two coefficients are not
statistically significant.



Exams Style Question

Solutions:

Looking at the Summary of Model 2

(c) As previously described, we have that the F-statistic is 444.3, thus the overall
regression is statistically significant and there is strong evidence against the null
hypothesis. Moving to the parameters, in this scenario the parameter of lstat and rm
are statistically significant, while the intercept continuously remains not statistically
significant.

(d) Regarding the best model, we compare the adjusted R2 for both the models. For
Model 1, adj(R2) = 0.6369, while for Model 2, adj(R2) = 0.6371, thus the Model 2 is
the best model and in this case also all the parameters except the intercept are
statistically significant.
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