
CHAPTER 2

Balls in metric spaces

2.1. Open and closed balls

Let (X, d) be a metric space. Given a point c 2 X and a positive real number r > 0.

Definition 2.1. A closed ball with centre c and radius r is defined as the set of all points
x 2 X such that d(x, c)  r:

B[c; r] = {x 2 X; d(x, c)  r}.
An open ball B(c; r) with centre c and radius r is defined similarly:

B(c; r) = {x 2 X; d(x, c) < r}.

Clearly B(c; r) ⇢ B[c; r]. The closed ball B[c; r] contains also the points x 2 X satisfying
d(x, r) = r; the latter set can be viewed as the sphere with centre c and radius r.

Example 2.2. Consider the case X = R with the usual metric d(x, y) = |x� y|. One has

B[c; r] = [c� r, c+ r],

B(c; r) = (c� r, c+ r).

Example 2.3. In the case of the plane X = R2 with the Euclidean metric

d((x1, y1), (x2, y2)) =
⇥
(x1 � x2)

2 + (y1 � y2)
2
⇤1/2

the ball B[c; r] is

{(x, y) 2 R2; (x� c1)
2 + (y � c2)

2  r2},
the usual Euclidean ball.

Example 2.4. Consider the Hamming metric of §1.2. In the case of the Hamming metric the
ball B[c; r] is the set of all words w 2 ⌃n of length n in the alphabet ⌃ which are obtained from a
fixed word w0 2 ⌃n by making at most r alterations.

Lemma 2.5. In a metric space (X, d) the intersection of two closed balls B[c; r] \ B[c0; r0] = ;
is empty if d(c, c0) > r + r0. Similarly, B(c; r) \B(c0; r0) = ; if d(c, c0) � r + r0.

Proof. If the intersection B[c; r] \ B[c0; r0] is not empty then for x 2 B[c; r] \ B[c0; r0] one
would have d(c, x)  r and d(x, c0)  r0. Using the triangle inequality, we obtain

d(c, c0)  d(c, x) + d(x, c0)  r + r0.

Hence the intersection is empty if d(c, c0) > r + r0.
The second statement follows similarly. ⇤
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12 2. BALLS IN METRIC SPACES

We may immediately apply this result to the Hamming metric (⌃n, d). Let C ⇢ ⌃n be the
set of all “code words”. As in §1.2 define � = �(C) (the code distance) to be the minimum of the
following set

{d(w1, w2) 2 R;w1, w2 2 C,w1 6= w2}.
By Lemma 1.2 for a word w 2 ⌃n there exists at most one code word v 2 C which is obtained
from w by less than �/2 alterations. This means that we may successfully correct all errors if our
communication channel produces less that �/2 errors.

2.2. The ball in d1-metric

As am example we consider in this section the plane R2 equipped with the d1-metric. Our goal
is to understand the shape of the ball B[c; r].

Assume that the centre c has coordinates c = (c1, c2). A point (x, y) 2 R2 lies in the ball B[c; r]
i↵

|x1 � c1|+ |x2 � c2|  r.(2.1)

Using the definition of the absolute value we see that set of solutions of the inequality (2.1) can be
represented as the union of 4 systems of inequalities:

x1 � c1, x2 � c2, x1 + x2  r + c1 + c2,(2.2)

x1 � c1, x2  c2, x1 � x2  r + c1 � c2,(2.3)

x1  c1, x2 � c2, �x1 + x2  r � c1 � c2,(2.4)

x1  c1, x2  c2, �x1 � x2  r � c1 � c2,(2.5)

Each of these systems defines a triangle and the union of these 4 triangles has diamond shape as
shown on Figure 1. For comparison we consider also the drawings of the balls in d2 and d1 metrics:

c1

c2

c2 � r

c2 + r

c1 � r c1 + r

Figure 1. Ball B[c; r] in the d1-metric

We observe that for p = 1 and p = 1 the balls for dp have sharp corners.
On the contrary, one may show that for p 2 (1,1) the the balls for dp-metric has smooth

boundary.
Placing all three balls together (see Figure 4) we see that d1-ball sits inside of the d2-ball and

the d2-ball is inside of d1-ball.
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c1

c2

c2 � r

c2 + r

c1 � r c1 + r

Figure 2. Ball B[c; r] in the d2-metric

c1

c2

c2 � r

c2 + r

c1 � r c1 + r

Figure 3. Ball B[c; r] in the d1-metric

c1

c2

c2 � r

c2 + r

c1 � r c1 + r

Figure 4. Balls in d1, d2 and d1 metrics

2.3. dp and d1-balls in Rm

We can compare the dp and d1-metrics on Rm for any m � 1 and p 2 [1,1) as follows. Recall
that for v = (x1, . . . , xm) and w = (y1, . . . , ym) we have

d1(v, w) = sup
i

|xi � yi| and dp(v, w) =

"
mX

i=1

|xi � yi|p
#1/p

.

Therefore we have the inequalities

d1(v, w)  dp(v, w)  m1/p · d1(v, w).(2.6)

Corollary 2.6. One has the following inclusions

Bdp [c; r] ⇢ Bd1 [c; r] ⇢ Bdp [c; m1/p · r].
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Recall (see Exercise 1.10) that for p 2 (0, 1) the norm || · ||p does not satisfy the Minkowski
inequality. In other words, for p 2 (0, 1) and m > 1 the ball B[c, r] = {v 2 Rm; ||v||p  r} is not
convex. Figure 5 below depicts the ball B[c; r] for m = 2 and p = 1/2.

c1

c2

c2 � r

c2 + r

c1 � r c1 + r

Figure 5. “The ball” |x1 � c1|1/2 + |x2 � c2|1/2  1.

Exercise 2.7. Prove that if (X, d) is a metric space then so is (X,�) where for x, y 2 X one
has �(x, y) = min{d(x, y), 1} .

Exercise 2.8. Compare the open balls Bd(c; r) ⇢ X and B�(c; r) ⇢ X with respect to the
metrics d and �.



CHAPTER 3

Normed and Inner Product Spaces

Here we shall briefly discuss the special classes of normed and inner product spaces, their metric
structures and some examples.

3.1. Normed Spaces

Let V be a vector space over R.

Definition 3.1. A norm on V is a function || · || : V ! R (called “a norm”) satisfying the
following conditions:

(N1) ||v|| � 0 for any v 2 V and ||v|| = 0 if and only if v = 0 (positivity);
(N2) ||�v|| = |�| · ||v|| for any � 2 R and v 2 V (positive homogeneity);
(N3) ||v + w||  ||v||+ ||w|| (triangle inequality).

Definition 3.2. A normed space is a pair (V, || · ||) where V is a vector space over R and || · ||
is a norm on V .

Example 3.3. The function || · ||p : Rm ! R (which was defined in (1.17)) is a norm for any
p 2 [1,1]. The properties (N1) and (N2) are obvious and (N3) for ||·||p is the Minkowski inequality,
cf. Theorem 1.8.

Example 3.4. Take V = C[a, b] (the space of all continuous functions on the interval [a, b])

and let || · ||L1 : V ! R be given by ||f ||L1 =
R b
a |f(x)|dx. We claim that || · ||L1 is indeed a norm.

Proof. We need to check the properties (N1), (N2), (N3). Clearly, ||f ||L1 � 0 and ||f ||L1 = 0
for f = 0. We claim that ||f ||L1 > 0 for f 6= 0. Indeed, if f 6= 0 there is a point c 2 [a, b] such that
f(c) 6= 0. By continuity, there is � > 0 such that |f(x)| > |f(c)|/2 for all x 2 (c � �, c + �) \ [a, b].
Thus we see that

||f ||L1 =

Z b

a
|f(x)|dx � � · |f(c)|/2 > 0.

This concludes the proof of (N1).
The properties (N2) and (N3) follow directly from the corresponding properties of the absolute

value. ⇤
Example 3.5. Here we briefly mention some other examples of norms on V = C[a, b]. Fix a

real number p 2 [1,1) and define || · ||Lp : V ! R by the formula

||f ||Lp =

"Z b

a
|f(x)|pdx

#1/p

, f 2 C[a, b].

This is similar to the metric dp of §1.4. We may also define || · ||L1 : V ! R by

||f ||L1 = sup{f(x);x 2 [a, b]}.
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We leave the proof of (N1) - (N3) for these norm as an exercise.

Exercise 3.6. Show that any ball in a normed space is convex.

3.2. The metric induced by a norm

Let (V, || · ||) be a normed space. Define

d : V ⇥ V ! R

by d(x, y) = ||x� y|| where x, y 2 V.

Lemma 3.7. The pair (V, d) (as defined above) is a metric space.

Proof. We need to check that conditions (M1), (M2), (M3) of Definition 1.1 are satisfied.
The positivity d(x, y) = ||x � y|| � 0 and vanishing only for x = y follow from (N1). Symmetry
d(x, y) = d(y, x) follows from (N2) since d(y, x) = ||y�x|| = ||x� y|| = d(x, y). Finally, given three
points x, y, z 2 V we have using (N3):

d(x, z) = ||x� z|| = ||(x� y) + (y � z)||  ||x� y||+ ||y � z|| = d(x, y) + d(y, z).

⇤
Exercise 3.8. Let (V, || · ||) be a normed space. For x, y 2 V , x 6= y define

d(x, y) = ||x||+ ||y||
and set d(x, y) = 0 for x = y. Show that d(x, y) is a metric on V . Describe the open balls
B(c, r) ⇢ V in this metric.

3.3. Inner Product Spaces

Definition 3.9. An inner product space is a pair (V, h , i) where V is a real vector space and
h , i : V ⇥ V ! R is a function (called an inner product or a scalar product) with the following
properties:

(S1) hx, xi � 0 and the equality holds if and only if x = 0 (positivity);
(S2) hx, yi = hy, xi for all x, y 2 V (symmetry);
(S3) h�x+ y, zi = �hx, zi+ hy, zi for all x, y, z 2 V and � 2 R (linearity).

Note that (S3) only mentions linearity with respect to the first variable only, but symmetry
(S2) implies linearity with respect to the second variable as well.

Example 3.10. The Euclidean scalar product h , i : Rm ⇥Rm ! R is given by

hv, wi =
mX

i=1

xiyi

where v = (x1, . . . , xm) and w = (y1, . . . , ym). Properties (S1)-(S3) can be checked directly.

Example 3.11. For V = C[a, b] let h , i : V ⇥ V ! R be given by

hf, gi =
Z b

a
f(x)g(x)dx.(3.1)

It is an inner product on V .

Lemma 3.12. In an inner product space (V, h , i) the following Cauchy inequality is satisfied:

hx, yi2  hx, xi · hy, yi for any x, y 2 V.(3.2)
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Proof. Using (S1)-(S3) we have

0  h�x+ y,�x+ yi = �2 · hx, xi+ 2� · hx, yi+ hy, yi.

Thus, we see that the quadratic function � 7! �2 · hx, xi+2� · hx, yi+ hy, yi takes only non-negative
values. This implies that the discriminant of this quadratic function is non-positive. Hence, we
obtain

hx, yi2 � hx, xi · hy, yi  0

which is equivalent to (3.2). ⇤

Any inner product space (V, h , i) defines a normed space (V, || · ||) where the norm h , i is given
by

||x|| =
p

hx, xi.
Properties (N1) and (N2) obviously follow from (S1) and (S2). To check (N3) we shall use the
Cauchy inequality (3.2) which can be written in the form

hx, yi  ||x|| · ||y||.(3.3)

We have

||x+ y||2 = hx+ y, x+ yi
= hx, xi+ 2hx, yi+ hy, yi
 ||x||2 + 2||x|| · ||y||+ ||y||2

= (||x||+ ||y||)2,

i.e. ||x+ y||  ||x||+ ||y|| which is (N3).

3.4. Isometries

Let (X, dX) and (Y, dY ) be two metric spaces.

Definition 3.13. The metric spaces (X, dX) and (Y, dY ) are said to be isometric if there exists
a bijection f : X ! Y such that

dY (f(x), f(y)) = dX(x, y)(3.4)

for all pairs x, y 2 X.

The bijection satisfying (3.4) is an isometry.

Example 3.14. Fix a vector a 2 Rm and consider the map

T : Rm ! Rm, where T (v) = v + a, for all v 2 Rm.

This map is known as the parallel translation. Let us show that T is an isometry of Rm onto itself
when viewed with the Euclidean metric

d(v, w) = hv � w, v � wi1/2.

Indeed,

d(T (v), T (w)) = hv � w, v � wi1/2 = d(T (v), T (w)).
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As another important example of an isometry consider a reflection S : Rm ! Rm which
depends on a choice of a unit vector a 2 Rm, i.e. ||a|| = 1. One defines S by the formula

S(v) = v � 2 · hv, ai · a.
If v = �a then S(v) = �v. However, if v is perpendicular to a, i.e. hv, ai = 0, then S(v) = v. Hence
S acts as a reflection in the hyperplane perpendicular to the vector a.

a
x

S(x)

a�

Clearly, S � S(v) = v for any v 2 Rm, i.e. S is an involution. Note also that S is linear and
preserves the scalar product:

hS(v), S(w)i = hv � 2hv, aia,w � 2hw, aiai
= hv, wi � 4hv, ai · hw, ai+ 4hv, ai · hw, ai
= hv, wi.

We have used above that ha, ai = 1. Thus we have

d(S(v), S(w))2 = hS(v)� S(w), S(v)� S(w)i
= hS(v � w), S(v � w)i
= hv � w, v � wi
= d(v, w)2.

This shows that a reflection is an isometry.

Theorem 3.15 (Cartan - Dieudonne). Any Euclidean isometry f : Rm ! Rm can be repre-
sented as a composition

f = T � Sk � Sk�1 � · · · � S1,(3.5)

where T is a parallel translation and S1, S2, . . . , Sk are reflections. Moreover, such representations
exist with k  m.

Note that representation (3.5) is not unique.


