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1. If the data follow a normal distribution with unknown mean µ and known standard
deviation, and µ is assigned a normal prior distribution, show that the posterior mean
for µ can be written as a weighted sum of the maximum likelihood estimate and the
prior mean.

Solution

In the notation used in the lectures, the posterior distribution for µ is

µ ∼ N(µ1, σ
2
1)

where

µ1 =

(
µ0
σ20

+
nȳ

σ2

)/(
1

σ20
+

n

σ2

)
So the posterior mean µ1 is

µ1 =
µ0
σ20

/(
1

σ20
+

n

σ2

)
+
nȳ

σ2

/(
1

σ20
+

n

σ2

)
= (1− w)µ0 + wȳ,

where

w =
n

σ2

/(
1

σ20
+

n

σ2

)
=

1

1 +
σ2

nσ20

.

2. The column in the exercise sheet 5 dataset, labelled x, contains the observed data be
x1, . . . , xn. Suppose that each data-point xi is normally distributed, with unknown
mean θ and standard deviation assumed to be equal to 1.

As a prior distribution for θ, we assign a normal distribution with mean 5 and standard
deviation 10.

(a) What is the posterior distribution for θ?

(b) What is the posterior mean for θ?

(c) What is the posterior median for θ?

(d) What is a 95% equal tail credible interval for θ?

Solution:

1



(a) This is the problem with unknown mean, where the left-hand column below is the
symbol used in the lectures and the right-hand column is the corresponding symbol
or numerical value in this question:

µ θ
σ 1
µ0 5
σ0 10

Let the sample mean be x̄. The posterior distribution for θ is normal,

θ | x ∼ N(µ1, σ
2
1)

where

µ1 =

(
µ0
σ20

+
nx̄

σ2

)/(
1

σ20
+

n

σ2

)

σ21 = 1

/(
1

σ20
+

n

σ2

)
(b) The posterior mean is µ1.

(c) The posterior median is also µ1, since the normal distribution is symmetric about
its mean.

(d) For a 95% equal tail credible interval, we can either use the Please don't copy and paste the code, type it in yourself. You will learn it better that way. 
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