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-y's agenda

Today's lecture

@ Conjugate priors for the normal likelihood

@ Update a gamma prior for the inverse of the normal variance given a
normal likelihood with known mean and unknown variance.
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-I example, known variance

3
© Yi,ooosyn~ N(u,o?) y P13 un £nown, 6° 1S Jhown

@ We saw that a normal prior distribution for 1 is conjugate in this

Case.
F‘

@ It's conjugate because it results in a posterior in the same family as
the prior.
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-xample, known variance

o Observed data yi,...,yn ~ N(u,0°).
@ Prior distribution u ~ N(uo,03). Po( 0—()9 arve Inown

@ The posterior distribution is

o~ N(M,U%)

_ (o 1Y 1
%il, o5 02 o5

where
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Normal example, known variance

. 1 . n : 2
o If w g b = —5, we can rewrite u, and o7 as

e

': Ao + by o; = : (1)
Ha a+b ’ a4+ b

@ The posterior mean p, is a weighted average of the prior mean p,
and sample average y.

o If nis large then the weight b is large and y will have a strong
influence on the posterior.

o If o5 is small then the weight a is large and 1, will have a strong
influence on the posterior
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Board question

On a basketball team the free throw percentage over all players is a
N(75,36) distribution. In a given year individual players free throw

. .—.‘.
percentage Where 6 is their career average.

—t

This season, Sophie Lee made 85 percent of her free throws.

———me— 0209090902 -

q—

@ What is the posterior ex?ected values of her career percentage 67
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.rmal example, known mean

Observed data y1, ..., y, ~ N(u,o?).

——

Al

Suppose that i is known and o is unknown.

It is easier to work wi

T is known as the precision.

e

7 is the reciprocal of the variance, so large 7 means small variance
and hence high precision. )

o«

© © 6 o ¢©
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Normal example, known mean

@ In this case, a gamma prior is conjugate for 7
e L — _

@ Prior 7 ~ Gamma(@)53).

eric P (3 pnow vt

@ Posterior
n 2
T ~ Gamma ( ,B + i 1(y, ,u) )

; y W—j
@ The family of gamma distributions is conjugate to the normal

likelihood for the normal precision parameter 7, if the mean p is

known. = —
r—)
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Normal example, both parameters unknown

o If 4 and 7 are unknown then there is a bivariate distribution which is
conjugate.

@ Marginal distribution
T ~ Gamma

and conditional distribution
w | 7 ~ Normal.

@ The joint prior distribution is the product of these two.
@ The posterior is of the same form.

@ We're not going into details in this module.
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