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Introduction

So far at Queen Mary, the statistics modules have taught the classical or frequentist approach which is
based on the idea that probability represents a long run limiting frequency. In the Bayesian approach,
any uncertain quantity is described by a probability distribution, and so probability represents a
degree of belief in an event which is conditional on the knowledge of the person concerned.

This course will introduce you to Bayesian statistics. These notes are self-contained but you may
want to read other accounts of Bayesian statistics as well. A useful introductory textbook is:

e Bayesian Statistics: An Introduction (4th ed.) by P M Lee. (This is available as an e-book
from the library)

Parts of the following are also useful:

e Bayesian Inference for Statistical Analysis by G E P Box and G C Tiao.
e Bayesian Data Analysis by A Gelman, J B Carlin, H S Stern and D B Rubin.

e Probability and Statistics from a Bayesian viewpoint (Vol 2) by D V Lindley.



Chapter 1

Likelihood

First we review the concept of likelihood, which is essential for Bayesian theory, but can also be used
in frequentist methods. Let y be the data that we observe, which is usually a vector. We assume
that y was generated by some probability model which we can specify. Suppose that this probability
model depends on one or more parameters ¢, which we want to estimate.

Definition 1.1. If the components of y are continuous, then the likelihood is defined as the joint
probability density function of y; if y is discrete, then the likelihood is defined as the joint probability
mass function of y. In either case, we denote the likelihood as

p(y | 0).

Example 1.1. Let ¥y = y1,...,y, be a random sample from a normal distribution with unknown
parameters p and o. Then 6 is the vector (u, ), and the likelihood is the joint probability density

function
n

p | o) =T o | uo).

i=1
Note that ] here is the symbol for the product:

n

Hai:alxa2><~-><an.
i=1

¢ is the normal probability density function with parameters p and o
) ) e~ Wi—n)?/20?
oy | o) = —F=—=—
V2ro?

Example 1.2. Suppose we observe k successes in n independent trials, where each trial has proba-
bility of success q. Now 6 = ¢, the observed data is k, and the likelihood is the binomial probability
mass function

il = () -
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It is also possible to construct likelihoods which combine probabilities and probability density func-
tions, for example if the observed data contains both discrete and continuous components. Alter-
natively, probabilities may appear in the likelihood if continuous data is only observed to lie within
some interval.

Example 1.3. Assume that the time until failure for a certain type of light bulb is exponentially
distributed with parameter A\, and we observe n bulbs, with failure times ¢t = t1,...,t,.

The likelihood contribution for a single observation t; is the exponential probability density function
e i,

So the overall likelihood is the joint probability density function

n

p(t|A) = H e M,

=1

Suppose instead that we observe the failure time for the first m light bulbs with m < n, but for the
remaining n — m bulbs we only observe that they have not failed by time ;. Then for ¢« < m, the
likelihood contributions are as before.

For © > m, the likelihood is the probability of what we have observed. Denoting the random variable
for the failure time by 7T}, we have observed that T; > t;, so the likelihood contribution is

p(Ti > t;) = e,

This is because the cumulative distribution function is p(T; < t;) = 1 — e i,

Hence the overall likelihood is now

p(t| N = ﬁ Ae M ﬁ e M,
i=1

1=m+1

1.1 Maximum likelihood estimation

In example 1.1, the parameters p and o of the normal distribution which generated the data are
known as population parameters. An estimator is defined as a function of the observed data which
we use as an estimate of a population parameter. For example the sample mean and variance may
be used as estimators of the population mean and variance, respectively.

To use the likelihood to estimate parameters 6, we find the vector 6 which maximizes the likelihood
p(y | 0), given the data z that we have observed. This is the method of maximum likelihood, and
the estimator # is known as the maximum likelihood estimator, or MLE.



Usually the parameters 6 are continuous, and those are the only examples we cover, but the idea of
likelihood also makes sense if the unknown quantity is discrete.

When finding the MLE it is usually more convenient to work with the log of the likelihood: as the
log is a monotonically increasing function, the same ¢ will maximize p(y | 6) and log(p(y | 6)). The
log-likelihood is denoted by

((0;y) = log(p(y | 0)).

Since the likelihood is typically a product of terms for independent observations, the log-likelihood
is a sum of terms, so using the log greatly simplifies finding the derivatives in order to find the
maximum.

Returning to the binomial example 1.2, the log-likelihood is

g k) = 1og((z) F— q)n_k>

= log (Z) + klog(q) + (n — k) log(1 — q).

To find the MLE, we differentiate with respect to ¢ and set to zero
.k n—k

dg q 1-¢

Rearranging gives the MLE ¢ as
.k
q=—.
n

For the normal example 1.1, we have log-likelihood

U(p,05y) =log (p(y | p, o)) = log (H o (y; | /M))
- Zlog (91 1)
_ Z ( log(v/2r) — log(0) - —(yiQ;f )2)

where v = o2,



Differentiating gives

v =1
Hence the MLE for p is
o1 .
H=— Yi =Y
n
=1

ol n R 9
o~ oy T (i — 1)

Setting to zero, substituting our value for fi and rearranging gives

Z(yz - 7).

Note that this is different from the usual sample variance estimator, which has 1/(n — 1) instead of
1/n.

F2=4=

SN

Finally, for the exponential example 1.3, the likelihood for the second case, where we had both
probability density functions and probabilities, was

p(t ‘ )\) _ H e Mi H e M — \me—AS
=1 1=m+1
where S =>""  t.

Hence the log-likelihood is
(N t) = mlog(N) — AS.

Differentiating and setting to zero gives

Hence the MLE is

In each example, we could calculate the second derivatives at the stationary points to verify that we
have found a maximum.



1.2 Standard error

In frequentist statistics, an estimator 1& is a function of the data y which we use to estimate a pop-
ulation parameter . To quantify the precision of 1[), the standard error is defined as the standard
deviation of 7,& if the data y were repeatedly generated (given certain underlying population parame-
ters), and for each realisation of y we calculate zﬂ So it quantifies the uncertainty in @/3 due to random
variation in the data we might have observed.

In the binomial example 1.2, we have log-likelihood

l(q; k) = log (Z) + klog(q) + (n — k) log(1 — q).

We saw that the MLE is

SRS

q=
k is a binomal random variable with variance Var(k) = ng(1 — ¢), and so

Var(g) = nq(jﬂ— 9 _ Q(ln— q)

We would estimate this variance by substituting our estimate ¢ for the unknown true value of ¢, so
the estimated standard error is

Se(d) = /1= _ \/’f/n(l —k/n) _ \/k:(n_;k:)

In the case of maximum likelihood estimation, there is a general approximate formula for the standard
error based on the second derivative of the log-likelihood, which we do not cover in this module.

We also do not cover confidence intervals, but we do cover the Bayesian version, which are called
credible intervals.



Chapter 2

Bayesian inference

2.1 Bayes’ theorem

Bayes’ theorem is a formula from probability theory that is central to Bayesian inference. It is
named after Rev. Thomas Bayes, a nonconformist minister who lived in England in the first half of
the eighteenth century. The theorem states that:

Theorem 2.1. Let ) be a sample space and Aj, As, ..., A,, be mutually exclusive and exhaustive
events in Q (Le. A, NA; =0,i# j,UF A = Q; the A; form a partition of .) Let B be any event
with p(B) > 0. Then

_ p(Ai)p(B \ Ai) - p<Ai>p<B | Ai)

p(Ai | B) »(B) - Y p(A)p(B | A)

The proof follows from the definition of conditional probabilities and the law of total probabilities.

Example 2.1. Suppose a test for an infection has 90% sensitivity and 95% specificity, and the
proportion of the population with the infection is ¢ = 1/2000. Sensitivity is the probability of
detecting a genuine infection, and specificity is the probability of being correct about a non-infection.
So p(+ve test | infected) = 0.9 and p(-ve test | not infected) = 0.95. What is the probability that
someone who tests positive is infected?

Let the events be as follows:
B: test positive

Aq: is infected

As: 1s not infected

We want to find p(A; | B). The probabilities we have are p(A;) = 1/2000, p(B | A;) = 0.9 and
p(B| Ay) =1—(BY| Ay) =1—0.95 = 0.05.



Applying Bayes’ theorem,
A)p(B| A
23:1 p(A;)p(B | 4;)
p(A1)p(B | A1) = 1/2000 x 0.9 = 0.00045

p(A)p(B | As) = (1 —1/2000) x 0.05 = .05

Hence 0.00045
A |B) = ——"22  _ (.0089
P B) = 550045 + 05

So there is a less than 1% chance that the person is infected if they test positive.
Bayes’ Theorem is also applicable to probability densities.

Theorem 2.2. Let X, Y be two continuous r.v.’s (possibly multivariate) and let f(x,y) be the joint
probability density function (pdf), f(x | y) the conditional pdf etc. then

fyle) flz)  flylx) f(z)
f) [ flyla) fa') da’

flz]y) =

Alternatively, Y may be discrete, in which case f(y | x) and f(y) are probability mass functions.

2.2 Bayes’ theorem and Bayesian inference

In the Bayesian framework, all uncertainty is specified by probability distributions. This includes
uncertainty about the unknown parameters. So we need to start with a probability distribution for
the parameters p(@).

We then update the probability distribution for 6 using the observed data y. This updating is done
using Bayes’ theorem
p(0) p(y | 0)

p(y)
p(y | 0) is the likelihood for parameters 6 given the observed data y.

p(0|y) =

We don’t normally need to find the normalizing constant p(y), which is given by

py) = / p(®) by 6)d8 or 3" p(6) ply | 0)
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So the procedure is as follows:

e Start with a distribution p(€) - this is known as the prior distribution.
e Combine the prior distribution with the likelihood p(y | #) using Bayes’ theorem.
e The resulting probability distribution p(6 | y) is known as the posterior distribution.

e We base our inferences about € on this posterior distribution.

The use of Bayes’ theorem can be summarized as

Posterior distribution o prior distribution x likelihood

Example 2.2. Suppose a biased coin has probability of heads ¢, and we observe k heads in n
independent coin tosses. We saw the binomial likelihood for this problem:

lﬂkIQ)==(Z>qkﬂ-—QV’k

For Bayesian inference, we need to specify a prior distribution for q. As ¢ is a continuous quantity
between 0 and 1, the family of beta distributions is a reasonable choice.

If X ~ Beta(a, ), its probability density function is

a—1 1— B—1
LA k) S PR
B(a, B)

where B is the beta function and «, 8 > 0 are parameters.

fz) =

[(a)0(5)

B(a, 8) = /01 271 (1 — 2)°7 ! dz, also B(a, B) = Tath)

The uniform distribution on [0, 1] is a special case of the beta distribution with o = 1,8 = 1.

Combining prior distribution and likelihood, we have the posterior distribution p(q | k) given by

a—1 _ B—1 n
p(q | k) X p(Q) p(k | Q) — q B<1a’6q>> (k) qkz(l B q)n—k x qk’—‘roz—l(l . q)n_k+5_1

We can recognize this posterior distribution as being proportional to the pdf of a Beta(k+a, n—k+ /)
distribution. Hence we do not need to explicitly work out the normalizing constant for p(q | k), we
can immediately see that ¢ | £ has a Beta(k + a,n — k + ) distribution.

11



For a Bayesian point estimate for ¢, we summarize the posterior distribution, for example by its

mean. A Beta(a, 3) rv has expected value i 5 Hence our posterior mean for ¢ is
k+ «
Eqlk)=—.
(g k) n+a+p
Recall that the maximum likelihood estimator is
.k
qg=-.
n

So for large values of k and n, the Bayesian estimate and MLE will be similar, whereas they differ
more for smaller sample sizes.

In the special case that the prior distribution is uniform on [0, 1], the posterior distribution is Beta(k+
1,n — k +1). and the posterior mean value for ¢ is

k+1

2.3 Conjugate prior distributions

In the binomial example 2.2 with a beta prior distribution, we saw that the posterior distribution is
also a beta distribution. When we have the same family of distributions for the prior and posterior
for one or more parameters, this is known as a conjugate family of distributions. We say that the
family of beta distributions is conjugate to the binomial likelihood.

The binomial likelihood is
n e
p(k|q) = <k>qk(1 —q)" "

and the beta prior probability density is

_ (-
p(Q) - B(Oé,ﬁ)

Considered as functions of ¢, the prior density function and the likelihood have the same functional
form as each other (namely proportional to ¢"(1 — ¢)® for some 7, s). Also, when we multiply them
together, we still have the same form. This is what characterizes conjugate distributions.

Example 2.3. Consider the exponential example 1.3, in which we have observed the time to failure
of n light bulbs as tq,...,t,. The likelihood for the observed data is

n

p(t| )= H e Mi = \nem8

=1
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where S =>""  t,.
The gamma distribution with parameters «, 8 > 0 has probability density function

B Baxa—le—ﬁx
f(x>'_ F(@)
This looks like a candidate for a conjugate prior distribution for the parameter A in the exponential
model.

, x>0

With a Gamma(c, 3) prior for A, the posterior distribution is

« aflefﬁA
POV ) (3 it A) = P

x AaflefﬂA4knefAS ::An+aflefAQS+BX

AnefAS

Hence the posterior density function is proportional to a Gamma(n + «, S + ) pdf, and so the
posterior density for A must be a gamma distribution with parameters n + « and S + .

a
The mean of a Gamma(a, 3) distribution is 5 and so the posterior mean for \ is

n+ o
S+5
Recall that the maximum likelihood estimator (MLE) was

E(\|t) =

n
g
As n and S increase, the posterior mean approaches the MLE.

X:

Example 2.4. As another example, consider a random sample y = ¥, ..., ¥y, from a normal distri-
bution with parameters p and o, Y; ~ N(u,0?), i = 1,...,n. For now, we take o to be known, and
so we are only looking for a prior and posterior distribution for .

The likelihood for the sample is

n

ply | w) =11 1% exp (—%)

i=1 g

X exp (-% Z(yz - M)2>

=1

where we have dropped terms that do not contain u.

The sum in the exponent can be expanded as

n

Dlyi—w)’ =yl —2p> yi+
=1 =1

i=1
= Sy — 2npug + ny’

13



n 1 n
where Sy = Zi:l y? and y = ﬁ Zi:l Yi-

Inside the exponent we can add or subtract terms not involving u, because we only need to define
the likelihood up to a constant of proportionality

1 _
— 5535 = 2npy + wg))

Py | p) o eXp(
1 _ 2
o exp | — = (—2npuy + nu”)
20

r, _
X exp (—Tﬂ(nf — 2nuy + n,uz))

= eXp(—%(z? - u)2>

If we take the prior distribution for x4 as normal, p ~ N(ug, 03), then the prior probability density is

(o)

p(p) oc exp (— 202

Hence the posterior density after seeing the data y is

p(i [ y) ocp(p) p(y | w)

 exp (_%) o (_W)
X exp (_ (12 = 2pop)  n(p® — qu))

202 202
11 5/71 N n 9 o + ny
=exp| —= S +—=) - =+ —=
PL2 ! o o2 a o8 o2

where any factors not involving p have been dropped at each stage. We can recognise p(u | y) as being
proportional to a normal density N(ui,o0?) for some ui,01. An N(uy,0?) pdf for p is proportional

T () ) ) )

Equating the terms in p? and p with those in the expression for p(u | y), we see that

1 1 n ny
==t and u—ézu—g+—g.
o of o o] of o

o (Mo | Y Ho | Ny I n
= S+ )=|=+= —+ =

14
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Hence the posterior distribution for u is N(juy,03) with these parameters.

The mean of the posterior distribution i, can be written as a weighted average of the prior mean

and the sample mean y

_ 1
w1 = (1 —w)po + wy, where w = 5
o
I+—
nog
The weight w — 1 as n — o0 or gy — 00, hence in either of these limits, the posterior mean

approaches the sample mean.

Example 2.5. Now consider example 2.4, but this time suppose that p is known and the standard
deviation ¢ is unknown.

The likelihood for the sample vy, ..., ¥y, is

ply|o) = H \}%exp <—(y2%‘2u)2> oc %exp (—% Z(y - u)2>

g

Let 7 = 1/0?. 7 is referred to as the precision. It turns out that we can find a more standard form
for a conjugate distribution for 7 than for ¢. In terms of 7, the likelihood is

n

ply | ) oc 7% exp (—% > (i — u)2>

=1

As a function of 7, this likelihood has the same functional form as a gamma probability density
function. Hence we consider 7 ~ Gamma(c, 3) as a prior distribution. The prior pdf is

Ba,raflefﬁf

o) , T>0

p(7)

The posterior distribution is
p(7[y) o p(r) ply | 7) o 77 e rEem iRl
_ ot sl (B+E X, (ni-m)?)r

Hence the posterior distribution is

TwGamma(a+g,ﬂ+

Z?zl(zg - M)Q)

and we can say that the family of gamma distributions is conjugate to the likelihood for the normal
precision parameter, if the mean p is known.

15



If 4 and 7 are both unknown then there is a bivariate distribution which is conjugate. This is
constructed by taking as a marginal distribution

T ~ Gamma
and then the conditional distribution
i | T ~ Normal.

The joint prior distribution is the product of these two pdfs. Combining the prior with the likelihood
for the sample, the posterior is of the same form as the prior, but we do not go into the details here.

2.4 Point estimates and credible intervals

Once we have found a posterior distribution p(@ | y), in the Bayesian framework all our inference are
based on this distribution. This includes point estimates. For a one-dimensional parameter 6, we
can summarize the posterior distribution just as we would normally summarize a distribution, using
familiar summaries such as the mean, median or mode. The median or mean are the most commonly
used.

The mode (the value of # which maximizes the posterior density) may be used in cases where it is
difficult to find the posterior distribution. With a uniform distribution as a prior, i.e. p(f) a constant,
the posterior distribution is proportional to the likelihood, and so the posterior mode in this case is
the same as the maximum likelihood estimate.

For the examples we have seen so far, there is a simple formula for the posterior mean. For the
beta or gamma posterior distributions, there is no exact formula for the median. However, computer
packages, including R, allow us to easily find the median for common probability distributions.

For a continuous random variable © with cumulative distribution function F'(6), we have by definition
PO <0)=F()
The quantile function is defined as the inverse function to the cdf
Q=r"

If p= F(0) for some p € [0, 1], then Q(p) = 6. In particular, if p = 0.5 and m is the median of the
distribution, then F'(m) = 0.5 and Q(0.5) = m.

For common distributions, there is a set of four functions on R to calculate the density (or probability
mass function), the cdf, the quantile function and to generate random variates. For example for the
gamma distribution, these functions are named dgamma, pgamma, qgamma, rgamma, respectively.

16



2.4.1 Credible intervals

In frequentist inference, confidence intervals are used to express a range of uncertainty around a
parameter estimate. Suppose random samples y are repeatedly generated. For each sample we can
estimate the true parameter 6 by é(y), and also construct an interval. A 95% confidence interval is
an interval (01(y),0y(y)) with

P(0(y) <0 <0u(y)) =095

It is tempting to say the interval (61 (y), 0y (y)) calculated from the current dataset y contains the true
value 6 with probability 0.95. But such statements are only possible in the Bayesian framework. With
frequentist confidence intervals, the probability statement refers to the probability over repeatedly
generating datasets y. Frequentists consider 6 to be a fixed (but unknown) quantity, not a random
variable.

In the Bayesian framework, we do have a probability distribution for 6. After seeing the data, this
is the posterior distribution p(# | y). Based on this distribution, we can make probability statements
about 6.

For some « € [0,1], a 100(1 — )% credible interval is some (6,6 ) such that
P(9L<9<QU):1—Oé
For example, o = 0.05 for a 95% credible interval.

There are two main ways of defining credible intervals, equal tail intervals and highest posterior
density intervals.

Equal tail intervals have equal probability mass above and below the interval (6, 6y ),

P(@ < QL) = 04/2
P(0 > 0y) = a/2.

Highest posterior density intervals are chosen so that the probability density function has equal
height at either end of the interval, p(f;, | y) = p(0y | y).

The equal tail interval is usually easier to calculate in practice, and so is more widely reported. If
the posterior distribution is among the well-known named distributions, then just as for the median,
we can use the quantile functions in R such as ggamma and gnorm to calculate equal tail credible
intervals.

2.4.2 Transformed parameters

Suppose we have found the posterior distribution p(f | y) for a parameter 6. Let ¢p = g(6) be a
monotonic, increasing transformation of €, such as ¢ = log(6) or V0.

17



Some posterior summaries are preserved by the transformation. For example, suppose that 6, is the

posterior median for 6
P <0y)=0.5.

Then
Py < g(0um)) = P(g9(0) < g(0u)) = P(0 < 0ux) =0.5

and so g(0y) is the posterior median for .
Similarly, let (61,60y) be a 95% equal tail credible interval for 6.
P(6 < 0,) = 0.025, P(0 > 6y) = 0.025.
Adapting the argument for the median leads to
P < g(02)) = 0025, P( > g(0)) = 0.025.
and so (g(01),9(0y)) is a 95% equal tail credible interval for .

This shows that the posterior median and equal tail credible intervals are preserved by increasing,
one-to-one transformations.

The posterior mean is not in general preserved by non-linear transformations. As an example, suppose
that ¢ = 2.
E() = E(0*) = Var(0) + E(0)

Since in general Var(f) > 0, it follows that FE(¢) # E(0)>.

The shape of a probability density changes under non-linear transformations of the random vari-
able. This change of shape means that in general the posterior mode is not preserved by such a
transformation, and nor are the endpoints of highest posterior density credible intervals.

2.4.3 Multiple parameters

If 0, the unknown parameters(s), is a vector, then we still base our estimates on p(6 | y). If we are
interested in predictions of future data, then we use the entire joint distribution.

For point estimates of individual parameters, we typically use the marginal distribution. For example,
if 0 = (01, 6,,03), then the marginal posterior distribution for 6; is

p(91 \ y) = //p(91,92,93 ’ 3/) dfy dbs

In practical Bayesian inference, Markov Chain Monte Carlo methods, covered later in these notes,
are the most common means of approximating the posterior distribution. These methods produce an
approximate sample from the joint posterior density, and once this is done the marginal distribution
of each parameter is immediately available.

18



Example 2.6. Generating samples from the posterior distribution may also be helpful even if we
can calculate the exact posterior distribution. Suppose that the data are the outcome of a clinical
trial of two treatments for a serious illness, the number of deaths after each treatment. Let the data
be k; deaths out of n; patients, : = 1,2 for the two treatments, and the two unknown parameters
are ¢, and ¢o, the probability of death with each treatment. Assuming a binomial model for each
outcome, and independent Beta(«;, 5;) priors for each parameter, the posterior distribution is

¢ | ki ~ Beta(k; + az,n; — ki + 8i), 1 =1,2.

We have independent prior distributions and likelihood, so the posterior distributions are also inde-
pendent.

p(Ch,(h | k17k2) = p(Ql | ]ﬁ)p(% | k2) X p(lﬁ | Q1>P(Q1) p(k2 | Q2)p(CI2)

However, it is useful to think in terms of the joint posterior density for ¢; and ¢, as then we can
make probability statements involving both parameters. In this case, one quantity of interest is the
probability P(gs < ¢1), i.e. does the second treatment have a lower death rate than the first. To
find this probability, we need to integrate the joint posterior density over the relevant region, which
is not possible to do exactly when it is a product of beta pdfs.

We can approximate the probability by generating a sample of (g1, ¢2) pairs from the joint density.
To generate the sample, we just need to generate each parameter from its beta posterior distribution,
which can be done in R using the rbeta command. Then once we have the sample, we just count
what proportion of pairs has g < ¢1 to estimate P(q2 < q1).

19



Chapter 3
Specifying prior distributions

The posterior distribution depends on both the observed data via the likelihood, and also on the
prior distribution. So far, we have taken the prior distribution as given, but now we look at how to
specify a prior.

3.1 Informative prior distributions

An informative prior distribution is one in which the probability mass is concentrated in some subset
of the possible range for the parameter(s), and is usually based on some specific information. There
may be other data that is relevant, and we might want to use this information without including all
previous data in our current model. In that case, we can use summaries of the data to find a prior
distribution.

Example 3.1. In example 2.3, the data was the lifetimes of light bulbs, t = (¢, ...,t,), assumed to
be exponentially distributed with parameter A (the failure rate, reciprocal of the mean lifetime). The
gamma distribution provides a conjugate prior distribution for A\. Suppose that we had information
from several other similar types of light bulbs, which had observed failure rates rq,...,r,. Let the
sample mean and variance of these rates be m and v.

A Gamma(a, §) distribution has mean % and variance %. We can match these to m and v.
aa m
i
Rearranging gives
b= @, a=[Fm= QQ
v v

Hence we can use these values of o and [ as the parameters of our prior distribution.

20



Other examples of summary data include published estimates and their standard errors or confidence
intervals. We can match these quantities to the mean (or median), standard deviation or percentiles
of the prior distribution, as appropriate. In this kind of example there is doubt over whether the
published estimate is really measuring the same quantity as the parameter in our current model
represents, and so it may be a good idea to increase the uncertainty, by increasing the standard error
or width of the confidence interval before matching to the prior distribution parameters.

3.2 Less informative prior distributions

If there is not specific numerical information upon which to base a prior, then one may aim to choose
a prior distribution which conveys as little information as possible. However, there is no unique way
of doing this.

We could choose a flat prior distribution, i.e. uniform over some range. If the full range of the
parameter is unbounded, then we could assign a uniform distribution on some range that includes
all plausible values for the parameter. For example suppose the parameter is a standard deviation
o. We might choose

plo)=1/c,0<o<c
for some large c. But the prior will not be uniform for transformations of o such as log(c) or 0.
There are more formal methods to attempt to specify uninformative prior distributions, but we do
not cover them in this module.

3.2.1 Weakly informative prior distributions

Instead of trying to make the prior distribution completely uninformative, an alternative is to use
the prior to convey some information about the plausible range of the parameters, but otherwise let
the data speak for themselves.

In regression models, either linear or generalized linear models, after rescaling the covariates to
have a standard deviation of 1, we could choose a prior distribution centred around zero, to convey
the information that extremely large effects on the outcome are unlikely, for example a normal
distribution N (0, s?). The scale parameter of the prior distribution (s here) would be based on what
magnitude of effects had been found in the past in analyses of similar types of outcomes.

An alternative to a normal distribution is the Cauchy distribution, which may be preferred as it
has heavier tails, so if the data do strongly suggest a large effect then this can be reflected in the
posterior distribution.
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Chapter 4

Markov chain Monte Carlo methods

The examples covered so far have been conjugate, in which case we can derive an exact formula for
the posterior distribution, including the normalizing constant. However, this is only possible in a few
simple cases. Bayesian methods are in theory applicable to complicated models with many param-
eters. Computational methods that have come into widespread use in the past three decades have
made practical Bayesian inference possible for a much wider range of examples than was previously
the case. The main computational methods used are various types of Markov chain Monte Carlo
methods.

The term “Monte Carlo methods” refers to any method that generates random samples in order
to do some calculation that cannot easily be done by non-random methods. Simple Monte Carlo
methods are those where we can generate an independent sample from a probability distribution
that we want to make statements about. In Bayesian inference this would be the posterior density
p(0 | y). Example 2.6 was of this type, as it was possible to generate a random sample from the joint
posterior distribution of ¢; and ¢y. This sample could then be used to estimate P(gs < ¢1), which is
not possible to calculate exactly.

4.1 The Metropolis algorithm

In general, it is not possible to generate an independent random sample of § values from the posterior
distribution p(f | y), and so simple Monte Carlo cannot be used. Markov chain Monte Carlo methods
generate a sample from a probability distribution that is not independent, rather each element in
the sample is correlated with the previous element.

A Markov chain is a sequence 61, 6,, ... of random variables. The probability distribution of 6; only
depends on the previous value 6;_;

p(@l | (91, 92, e ,(91'_1) = p(Gl | Gi_l).
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The Metropolis algorithm is a type of Markov chain Monte Carlo (MCMC). Let h(1); 6) be a probabil-
ity density function for ¢ which is symmetric in ¢ and 6, for example the normal pdf ¢(¢; 0, s). Let f
be another pdf. The algorithm constructs a Markov chain 61, 05,63, ..., where the 6; are continuous
rvs (in our applications).

The algorithm constructs the Markov chain as follows:

e Start with 6,, where f(6,) > 0.

e For each i > 1, generate 1; from the distribution h(v;;6;_1).

o /()
e Define r = min (1, m)

(e with probability r
e Set 91 = . »
0,1 with probability 1 — r.

h is called the proposal distribution, and r is the acceptance probability. f is sometimes called the
target distribution: this is what we are aiming for, i.e. we want to generate a sample with pdf f.

The sequence 61,605, ... has the property that if 6, 1 ~ f, then 6; ~ f, in other words f is the
equilibrium distribution of the chain. However, we don’t start with 6, ~ f, because if we could, then
we would not need this algorithm. But for large enough ¢, if some technical conditions are met, then
each 0; ~ f approximately. (The notation 6 ~ f is used here to mean that 6 is distributed with pdf

)

The algorithm eventually produces points distributed with pdf f, but it does not produce an inde-
pendent random sample. Nevertheless, we can still use the sample to make inferences about f. Often,
we discard some initial number of steps B in order to reduce the influence of the choice of starting
value ;. B is known as the burn-in. Then, we would continue the chain for some large number M
of additional steps, so that inferences about the sample are based on 05,1,0p9,...,0510.

The proposal distribution A is often taken as a normal distribution centred on the current point
1/12‘ ~ N(Qi_l, 82).
The pdf A is symmetric in 8 and 1, as required by the algorithm

B ) N )
e 28 = e 252 =h(0;v).

27s 27s

h(1;0) =

The acceptance probability r is

r:mm(Lf@D).
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If the proposal scale s (the standard deviation of h) is very small, then v; is close to 6;_1, and so
f (1) is close to f(0;_1). Hence there is a high probability of accepting the proposal, but it is only a
small step. If s is large, then v; may be far from 6; 1, and f(1;) may be much lower than f(6;_;).
Now there is a lower probability of accepting the proposal, but it is a larger step.

Ideally we would want large steps which are often accepted, to reduce the correlation between suc-
cessive 6; values, but in practice some compromise between taking large steps and having a high
acceptance probability is needed. This means that some intermediate value for s tends to be best for
reducing the correlation. The best value for s depends on the model and the data. There is a general
rule of thumb, which is to aim for an acceptance probability » = 0.23. This number is calculated
based on f being a multivariate normal density, but using simulation it has been shown to work well
in a wider range of problems.

4.1.1 Relevance to Bayesian inference

The Metropolis algorithm produces an approximate sample from a general distribution with pdf f.
In the algorithm, f appears in acceptance probability

r = min (1> fié%) '

As f only appears in a ratio, we only need to know f up to a constant. If f(6) = cg(f), where ¢ does
not involve 6, then we could use g instead of f.

In Bayesian inference, the posterior density is

PO ) = T2 (;’|’:>d9mp<0>p<y|e>.

It is difficult to find the normalizing constant [ p(#)p(y | 6) df. When using the Metropolis algorithm,
there is no need to find this constant. We can put g(Q) p(@)p(y | 8), and use g in the algorithm for
calculating the acceptance probability r, in place of f. This will generate a Markov chain 6,60, ...
which is an approximate sample from p(6 | y).

4.1.2 Metropolis algorithm implementation

The following description of how the algorithm can be implemented for Bayesian inference is in terms
of a single scalar parameter 6, but the general method can be used when @ is a vector of parameters.

The most common choice of proposal distribution is a normal distribution, and that is all we will
consider in this module for the Metropolis algorithm.

Assume we have observed data y and have specified a probability model that depends on a parameter
0, so that we can compute the likelihood p(y | #). The prior distribution is p(#).
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Define g(6) = p(0) p(y | #), the non-normalized posterior density. The Metropolis algorithm proceeds
as follows:

e Choose some s > 0.
e Start with 6;, where g(6,) > 0.
e For each 7 > 1:

1. Generate ¥; ~ N(0;_1,s?).

2. Define r = min (1, gg(éjbjz))

3. Generate u ~ Uniform(0, 1), the continuous uniform distribution on [0, 1].

4 Setg, =4V dtusr
0,1 ifu>r.

Steps 1 to 4 are repeatedly carried out to generate a sequence 6, 05, 05, ... with some repeated values,
i.e. 6; = 0;_4 if the proposed value 1; was rejected.

Step 1 is equivalent to setting i; = 6;,_1 + sz, where z ~ N(0,1).

Steps 3 and 4 are how in a computer implementation we would set 6; = v; with probability r, and
0; = 0;_; otherwise.

9(¥i)

g (91 1)
r* instead of r and the algorithm would not change.

Note that if r* = > 1, then v < r* with probability 1, hence in steps 2 and 4 we could use

Working on the log scale

In realistic applications, all computations are usually done using the log of the posterior density. The
likelihood is typically a product of many terms

n

ply | 0) =[] ol | 0).

=1

Due to the finite accuracy of computers, if we multiply the likelihood contributions p(y; | #) together
for a large dataset, the result is inaccurate. So we calculate

log (p(y | 9)) Zlog (vi | 6))

Define L£(0) = log (p(0) p(y | 0)) = log (p(0)) + log (p(y | 7)), the log of the posterior density (up to a
constant).
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To work on the log scale, the generation of the proposed value 1); is unchanged, but the part of the
algorithm with the acceptance step changes.

For each 7 > 1:

1. Generate 9; ~ N(6;_1, s?), just as before.
2. Define § = ﬁ(wl) - E(Gl,l)
3. Generate u ~ Uniform(0, 1), the continuous uniform distribution on [0, 1].

4 Set g, =V Hlos(w) <0
0;—1 if log(u) > 0.

Here, § = log(r*) from section 4.1.2.

Summarizing the posterior distribution

The Metropolis algorithm generates an approximate sample from the posterior distribution p(@ | y),
01,0s,...,0y. This is not an independent sample, since each #; is correlated with the previous
element in the sequence 6;_;. But we can still summarize it like an independent sample. The sample
mean can be used to estimate the posterior mean of #, and similarly for the median. The 2.5th and
97.5th sample percentiles can be used as a 95% equal tail credible interval for 6.

It is common to discard the initial part of the sample, the first B values for some B > 0, to reduce
the influence of the choice of starting value 6,. B is called the burn-in.

Multiple parameters

Usually 6 is a vector of parameters of length k. The Metropolis algorithm still proceeds in the same
way in this case. We generate a Markov chain where each element of the sequence is a vector 6.
The only change is to step 1, the proposal of candidate parameter values. For each ¢ > 1, we can
generate

¥i ~ Ni(0i-1, %)

a multivariate normal proposal distribution with mean vector 6;_; and covariance matrix Y, where
> is chosen at the start.
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Chapter 5

Predictive distributions

In the Bayesian framework, all our inferences about # are based on the posterior distribution p(6 | y).
As well as the parameter(s) 6, we may be interested in new data z. Inference about new data is also
based on p(0 | y).

Assume that z is independent of y (conditional on ), but is generated by the same probability
model. The posterior predictive distribution for x given y is

p(z | y) :/p(x,e | y) db.

From standard rules for conditional distributions
p(z,0 [y) = p(z [ 6,y) p(0 | y)
x is assumed to be independent of y (given 0), and so p(z | 0,y) = p(x | 0).

Therefore the posterior predictive distribution is given by

p<x|y>:/p<x|e>p<e|y> db.

This is the probability distribution for unobserved or future data z. It takes into account the
uncertainty remaining about 6 after we have seen y as well as the random variation in x given any
particular value for 6.

In conjugate examples, it is usually possible to derive an expression for the posterior predictive
distribution

p<x|y>:/p<x|9)p<e|y> db.

However, this tends to be less simple than finding p(é | y). Also, in most realistic problems there
will not be a conjugate posterior distribution.
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It is generally easier to find the mean and variance of p(z | y) than deriving the full distribution.
Suppose that X and W are general random variables. Then

E(X) = E(E(X [W))

and
Var(X)=Var(E(X | W))+ EVar(X | W)).

In these identities, we replace W by the parameters and X by the new data we would like to predict.
Example 5.1. Suppose that the observed data is k ~ Bin(n,¢). With a Beta(«, ) prior for ¢, the
posterior distribution is Beta(a,b), where a =k + o, b=n—k + .

Suppose the data we want to predict is z ~ Bin(m, q), where m is known. The posterior predictive
distribution is

1
a1 B)= [ ole o) ota | ) da
This integral is possible to do, but involves working with beta or gamma functions. We can find the
mean and variance of x directly. Put
a ab
atb ' (at+b2(atb+1)
the posterior mean and variance of q. The general formula for conditional expectations gives

E(x) = E(E(x | ).

//(/:

We want expectations in the posterior distribution, so conditioning on k& we have
E(x | k) = E(E(z | q,k))
E(x|q,k)=E(x | q) =mgq
hence the posterior predictive mean is
E(x | k) = E(mg | k) = mE(q | k) = mp.
For the variance,
Var(z | q,k) = Var(z | ¢) = mq(1 — q).
Hence the posterior predictive variance is
Var(z | k)= EVar(z | q,k)) + Var(E(x | ¢, k))
= E(mq(1 —q) | k) + Var(mq | k)
=mE(q| k) —mE(¢ | k) +m*Var(q | k)
=mE(q| k) —m (Var(q | k) + E(q | k)*) + m*Var(q | k)
= mu —m(v+ p?) + m?o.
The general procedure is to find the mean and variance of the predicted data conditional on a specific

parameter or parameter vector, and then to find the mean and variance over the posterior distribution
of parameters.
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5.1 Simulating the posterior predictive distribution

Suppose that we have generated a sample 6,0, ...,0y from the posterior distribution p(6 | y).
Given this sample, we can simulate the posterior predictive distribution p(z | y). We just generate
random values

x; from the distribution p(x | 6;), j =1,2,..., M.

Then

T1,X2y...,Tp\1

is a sample from the posterior predictive distribution.

Since the usual computational method for Bayesian inference is to use a form of MCMC such as the
Metropolis algorithm, we typically will have a sample of 8 values.

Once we have a sample from the distribution p(x | y), we can summarize the sample to estimate
various quantities. For example, the sample mean of xq,xs, ...,z is an estimate of the posterior
predictive mean of x.

To estimate the posterior predictive probability that z is less than some value a, simply count what
proportion of the sample is less than a. If the data is discrete, to estimate the posterior predictive
probability that z = 0, count what proportion of the sample is equal to 0.

The sample quantiles of x1,...,z), can be used to form a prediction interval. For example, the 2.5th
and 97.5th sample quantiles form a 95% posterior predictive interval. A new data-point x will be
inside this interval with probability 0.95.

29



Chapter 6

Hierarchical models

So far we have considered a single parameter or vector of parameters 6, and the observed data
Y1,---,Yn are independent given #. One way of generalizing statistical models is to account for the
fact that data are grouped in some way. In that case, we can add more levels to the model. In this
module, we only consider two-level models, but more complicated structures follow along the same
lines.

Suppose the data are in n groups, with m,; observations in group i. Now the data is
y={y;:i=1,...,n,j=1,...,m;}.

Yil, - - -, Yim, depend on a set of parameters v;,7 = 1, ..., n. These parameters 11, ..., 1, are assumed
to be generated by a probability distribution with parameters 6. p(v; | #) acts like a prior distribution
for v);, but using a hierarchical model we can also estimate 6 from the data.

The joint probability density for ¢ and y, given @, is

p(w,10) = [To00:10) T ptois 16,00 = (01 6) ply | 0,0)

=1

where ¥ = (Y1, ..., ¢,).

In the Bayesian framework, we specify a prior distribution p(#) but not for v, since we have the
probability distribution p(y | ) .

For a one-level model, Bayes’ theorem is

p(0 | y) < p(8) p(y | 6)

With a two-level model, we are estimating both 6 and 1, and so we have

p(0,¢ | y) o< p(8,9) ply | 0,).
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p(0,v) =p(0) p(¢ | 0)
and so
p(0,%¢ | y) o< p(@) p(¥ | 0) p(y | 0,¢) = p(0) p(¥,y | 0).

p(¥,y | 0) is taken as the likelihood, although only y and not 1) is the observed data.

Example 6.1. Assume the data are the times until failure for a batch of light-bulbs, tq,... ¢,,.
These times follow an exponential distribution with parameter A, which is given a Gamma(c, (3)
prior distribution. In example 3.1, it was assumed that we have estimates of the failure rate from k
previous studies, r1,...,r,. The sample mean and variance of these estimates were used to find the
two gamma distribution parameters.

Suppose that we had the data from the previous studies, #;1,...,¢im,, 2 = 1,..., k. We could fit a
single model to the entire set of data - a hierarchical model would make sense here.

The number of groups (batches of light-bulbs) is n = k + 1. Each group ¢ has its own failure rate \;,
which we can take as following a Gamma(a, 8) distribution. Conditional on A;, the datat;, ..., tym, ~
Exp(A;). We would also formulate a prior distribution for o and 5. In the general notation of the

previous section, the top-level parameter € is the vector («, 3) here, and the group-level parameter
¥; is A\; here.

The hierarchical model is more coherent statistically than the approach of 3.1, as it treats each batch
of light-bulbs the same. Also, it correctly accounts for the uncertainty in the values of v and .

6.1 Inference for hierarchical models

We estimate the joint posterior distribution of § and v, p(6,¢ | y).

When using MCMC, this means generating a sample of all these quantities, 8,1, ..., 1,. The simple
Metropolis algorithm will be less efficient when n is large, as we need to sample many parameters.
However there are other MCMC methods which can be used, such as Gibbs sampling. We are not
covering those methods in this module.

Once we have a sample from the posterior density p(6, 11, ...,%, | y), we can treat this just like any
other joint posterior density. To obtain a sample from the marginal posterior density of any subset of
parameters, just ignore the other elements of the sample. For example, to get a sample from p(6 | y),

ignore ¥y, ..., Y,.

6.1.1 Hierarchical model posterior predictions

Hierarchical models are useful for predictions. Now that there is more than one level to the model,
we can estimate the posterior predictive distribution of:
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e a new data-point in a group in the dataset;

e a new data-point in a group not in the dataset.

Suppose that we have a sample of size M from the posterior distribution p(6, 1, ..., %, | y):

917¢117 s 71/)n1
027¢127 e ad}nQ

9M7¢1M7"'7wnM

To predict a new data-point x in group i, generate xy ~ p(z | ¥, 0y) for k=1,... M.

To predict a new data-point z in a new group, generate 1y, ~ p(¢ | Oy), then x) ~ p(z | Dk, 0y,) for
k=1,... . M.

Example 6.2. Suppose the data are the observed numbers of cases of a certain disease
y={yy;:i=1,...,n,j=1,...,m;}.

Y;; is the number of cases in district j within county ¢. The population of the district is NN;;. We
assume that
Yij ~ POiSSOH()\iNZ‘j).

A; is the disease rate in county i, with A; ~ Gamma(a, 8),i=1,...,n
a and 3 are given prior distributions, for example half-normal. The joint prior distribution is p(«, ).

The posterior density is

PO A B y) ocp(en B) ] o L, 8) T p(wis | M)
j=1

=1

p(A; | o, B) is the Gamma probability density function with outcome A;. p(y;; | Ai) is the Poisson
probability mass function for outcome y;; with Poisson distribution parameter (mean) \;V;;.

MCMC methods can be used to generate a sample of size M from p(Ay, ..., Ay, o, B | y):

A1y Ants 0, Br
A2y -5 An2, Qi2, o

MM - Ay QL Bar
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Then to make inferences about \;, we just take the first column, A\i1,..., A1p7, and this is a sample
from the marginal posterior distribution p(\; | y).

To make inferences about 1 = a/f3, set

677
M = —, k= 1, . ,M
B
Then gy, ..., py is a sample from the marginal posterior distribution p(p | y), and we can use the

sample median and quantiles to estimate the posterior median and credible interval limits just as we
have done previously for one-parameter models.

Two types of posterior predictions that we can make are:

1. The posterior predictive distribution for the number of cases z in a new district (i.e. a district
not in our dataset), which is in county i, where county i does appear in our dataset. Let P be
the population of this district.

The procedure here is to generate
xp ~ Poisson(A\yxP), k=1,..., M.
Then x4, ..., x5 is a sample from the posterior predictive distribution.

2. The posterior predictive distribution for the number of cases z in a new district, which is in a
county that is not in our dataset.

Now we need to generate a posterior predictive sample for the disease rate in the county as
well. Let @ be the population of this district. The procedure is to generate

A, ~ Gammal(ay, B), k=1,..., M,

and then i
2k, ~ Poisson(\Q), k=1,..., M.
Now z1,..., 2y is a sample from the posterior predictive distribution.
The sample mean of z1,..., 2y is an estimate of the posterior predictive mean for z, and the

2.5th and 97.5th percentiles of the sample form a 95% posterior predictive interval for z.

To find the posterior predictive probability that z will be zero, we just count what proportion
of the sample is equal to zero.
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6.2 Advantages of hierarchical models

Pooling information

We can pool information while allowing some variation. Pooling information means using information
from multiple groups to estimate the distribution p(¢ | ). Then in groups with little data (e.g. in
example 6.2, few districts or only districts with small populations), the posterior mean of v is close
to the mean of p(¢ | y). If the data in group 7 provides more information (e.g. many districts or some
districts with large populations), then the posterior mean of 1; is mainly determined by y11, . . ., Yim, -

Posterior predictions

We can make posterior predictions for more quantities than with a non-hierarchical model.

We could analyse data from each group separately. In that case, we can predict a new observation
in the same group, as this situation is just a single-level model, estimating ; from the sample
Yil, - - - Yim,;- But we can’t predict a new observation in a group not in our dataset.

With a hierarchical model, the probability distribution p(¢) | €) allows us to generalize to a new
group.

Correctly accounting for uncertainty

If there is variation between groups in the parameter(s) 1;, this implies that the observations in the
same group ¢ are correlated with each other. Hence if we fitted a single-level model that assumed the
data-points are independent, then we would tend to underestimate the uncertainty in the parameter
estimates. So credible intervals (or confidence intervals in the frequentist framework) would be too
Narrow.

Reducing the influence of arbitrary prior distributions

The hierarchical structure moves the prior distribution further away from the inferences. In example
6.2, the disease rates in each county follow a gamma distribution

Ai ~ Gamma(a, ), i =1,...,n.
If instead we fitted a non-hierarchical model, we could fix o and [ as prior parameters for each \;.

In the hierarchical model we define a prior distribution p(«, 3), and estimate « and 5. So with the
hierarchical model, the choice of prior distribution has less influence on our inferences about A;. The
level at which we choose fixed prior parameters is moved one level further away from the \;.
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Chapter 7

Tests and model comparisions

The final topic is a brief look at Bayesian versions of hypothesis tests and model comparisons.

Example 7.1. Consider the normal example 2.4, in which the data yy,...,y, ~ N(u,c?), and o is
known. Suppose that we are interested in deciding whether or not p is zero.

In the frequentist framework, we have a null and an alternative hypothesis. In this case, the null
hypothesis would be Hy : u = 0. As a one-sided alternative hypothesis, take Hy : ;> 0. The null
hypothesis is tested using the p-value. This is the probability of observing a statistic at least as
extreme as the observed value, if Hj is true.

Since o is known, we can use the sample mean Y as a test statistic. If Hy is true, then Y ~ N(0, 02 /n).
If we observe Y = g, then the one-sided p-value is

IV )y (Y1),

P zgla=0=r(

o o
The Bayesian framework does not use p-values. Instead, probability statements are based on the
posterior distribution p(u | y). We can use this distribution to calculate posterior probabilities such
as P(u > 0| y). With prior distribution p ~ N (pg,02), the posterior distribution is

2 y 1
p~ N(pn, 07r), where pu, = ”0/"3 g0y Op =y
/o 4+ n/os 1/05 +n/os

For sufficiently large o2, i.e. for an uninformative prior distribution,
~ 77 2 ~ 2
pn XY, 0, R0 /n.

Hence the posterior probability
<ol (U V) () g (4]

This is the same numerical value as the p-value. Hence, the posterior probability and the p-value may
be the same or similar, but they do not have to be, as they are probabilities of different quantities.
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Example 7.2. For another example, suppose we want to know if a coin is fair, or if it is biased
towards heads. The coin is tossed n times and we observe k heads. Let the probability of heads be
q, and take k ~ Bin(n, q). A frequentist approach would set

Hy:q=0.5
H1q>05

Label the random variable for the number of heads as X. The one-sided p-value for testing Hy is
P(X >k|q=0.5).
Suppose n = 5, and that we observed k = n. Then the p-valueis P(X =k | ¢ = 0.5) = 0.5° = 0.0313.

For a Bayesian version, we can take a uniform prior distribution for q. Then the posterior distribution
is Beta(k + 1,n — k+1). If K =n =5, the posterior is Beta(6, 1). The normalized posterior density
and cdf are

pla | k) =64, F(q) =q".
The posterior probability that ¢ < 0.5 is

P(q <05 | k)= F(0.5) = 0.5° = 0.0156.

Here we have two different numbers from a frequentist and Bayesian approach, although in this case
they are not hugely different.

In these two examples, we compared one-sided tests with posterior probabilities. With a continuous
prior and posterior distribution, the posterior probability P(u # 0 | y) is 1, since any single point
has zero probability, and so there is no posterior probability to compare to the two-sided test.

Multiple models

So far, we have been using Bayes’ theorem in the form

p(0 | y) < p(8) ply | 0).

We have usually only needed p(6 | y) up to a constant of proportionality. With conjugate distri-
butions, we can recognise the full posterior density, and when using the Metropolis algorithm, the
normalizing constant cancels out.

Bayes’ theorem in full is

The denominator is



This integral is usually harder to calculate compared to the methods for inference that we have
covered so far, especially if # is multi-dimensional. But it is used in one method for Bayesian model
comparison.

Suppose that we have more than one candidate model that might fit the data. Label the models
My, Ms, ..., M,. We assume that one of these models generated the data. Each model has a vector
of parameters 0, k=1,...,r.

For example, in example 7.1, we could take models

M1 DY N(0,0'Q)
My = yi ~ N(u,02)

We expand the notation to make probabilities conditional upon a particular model. The prior
distribution within model M} becomes p(6y | My) and the likelihood is p(y | 0k, My). Bayes’ theorem

for model M}, becomes

~ pO | My) p(y | Ok, My)
(O |y, My) = oy 1 ) .

The term p(y | M) can be used in Bayes’ theorem in another way, for looking at probabilities
of different models rather than of parameter values within one model. To do this, we need to
specify prior probabilities for each model, p(My), k = 1,... 7. We could choose a discrete uniform
distribution

1
p(My)=—, k=1,...,r.
T
However, we do not have to choose this distribution.

Then Bayes’ theorem is applied to give

. p(Mk:) p(y | Mk)

where

Py | M) = / p(6c | M) ply | 60, My) d6.
The denominator is

p(y) = ZP(MJ-) p(y | Mj).

p(My, | y) is the posterior probability that model My, is the true model. This provides a a Bayesian
method for choosing between models.
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Bayes factors

Suppose that we are just considering two models, M; and M,. The ratio of posterior probabilities is

p(Mi|y)  p(Mi) ply | M)

p(My |y)  p(Mz) p(y | M)

In general, for a probability p, the term odds means ] .
-P

The prior odds of model M; vs M, is

p(My) _ p(M;)
P(MQ) 1 —p(Ml)

and the posterior odds of model M; vs Ms is

p(My | y) p(My | y)

p(My |y)  1—p(M|y)

These are the first two terms in the ratio of posterior probabilities. The third term is called the
Bayes factor Bis:

. p(y | My)
e = L)
_ S w0y ] M) p(y | 61, My) dby
[ p(0> ] M) p(y | 02, My) db,

We have:
Posterior odds = prior odds x Bayes factor

p(Ox | My) and p(y | Ok, My) are the prior and likelihood for model M. Both of these needs to be
properly normalized (unless the same constant appears in model M; and Ms).

A Bayes factor Bjs greater than 1 supports model M;, whereas a value less than 1 supports model
Ms. Rules of thumb for the size of the Bayes factor have been suggested, for example:

Range of B;s  Evidence for M;
1 to 10z slight
10 to 10 moderate
10 to 10? strong
> 10% decisive
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Example 7.3. Continuing the example of the fair coin 7.2, now let there be two models

M, : k ~ Bin(n,0.5)
M, : k ~ Bin(n,q)

Model M; has no unknown parameters, and model M; has one, namely q.

For model Mj, there are no parameters to integrate over, and so p(k | M) is just the probability of
the observed data if ¢ = 0.5. If as before we observe k = n, this is

p(k | My) = 0.5

For model M, )
i | 42) = [ pla | Me) 0| 0. M) da.
0

p(q | Ms) is the prior distribution for ¢ and p(k | ¢, Ms) is the likelihood. For a general Beta(a, 3)
prior distribution, we have

p(k | Mz) = /01 qa_gza_’g))ﬁ_l (Z) ¢"(1—q)" " dg

where B(a, 3) is the Beta function. The constants B(a, $) and (Z) need to be included in the
calculation of p(k | M,).

Suppose again that we take a uniform prior for ¢, and that n = 5, and we observe k& = 5. Then
p(q | Mz) =1 and p(k | g, M2) = ¢".

1 qn+1 1 1
k| M) = "dq = = )
plk | M) /Oq 1 [n+1]0 n+1
The Bayes factor is

 p(k | My)
We previously calculated a one-sided p-value as 0.5™. A two-sided p-value is more comparable to the
Bayes factor. The two-sided p-value is

5t = 0.0625.

P(X=0|qg=05)+P(X=n|qg=05 =2x05"=

Now take prior probabilities for each model as p(M;) = 1/2 and p(M,) = 1/2. The ratio of posterior

probabilities is

p<M1 | k) . p(M1> o
(M | F) ~ p(ty) P2 = P

p(My | k) =1 —p(M; | k). Rearranging gives the posterior probability of model M; as

Bl2
1 + Bl2

p(My | k) = —0.158.
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Sensitivity to prior distributions

Suppose that we are comparing two models M; and M,, and that model M; has a single parameter
6, € R, with prior distribution 6; ~ N(0,03).

Py | My) = / p(6: | M) ply | 61, My) d6y

In typical problems, the likelihood p(y | 61, M;) approaches zero for 6; outside some range (—A, A).
If we take oy to be large enough (i.e. a flat, uninformative prior for 6;), then

p(0y | My) ~ for —A<6, <A

1
V21oy

Hence for large enough o, the Bayes factor is

1 fp ‘91,M1 d91

By ~
2 V2o fp (0 | Ma) p(y | 02, Ms) dby

So if for example we replace a very large og by 100 oy, then By is divided by 100. However,
the posterior distribution within model M; will hardly change, as the posterior is approximately
proportional to the likelihood for large .

Because of this sensitivity of Bayes factors, and therefore of posterior model probabilities, to the prior
distribution, many Bayesian statisticians prefer not to use these methods for comparing models.

There are alternatives for checking or comparing models which combine Bayesian and frequentist
ideas, such as posterior predictive checks. We do not have time to cover these in this module.

Another option is to avoid choosing among different models, and instead construct a sufficiently
flexible model. Models with many parameters can be easier to deal with in the Bayesian framework:
e conceptually, we can go from joint posterior to the marginal posterior distribution;

e having slightly informative prior distributions helps if there is not enough data to estimate all
parameters using the current dataset aloneb.
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