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The term MSE is an abbreviation for Mean Squared Error. Note that for the multiple
choice question there will only be one correct answer. The symbol N0 denotes all
natural numbers and zero, and a! is the factorial of the number a, i.e. a! = 1 · 2 · . . . · a.

Question 1. [36 marks]

(a) If a function L is convex, then gradient descent is guaranteed to converge...

A. ...more quickly than the Newton-Raphson method.

B. ...for any chosen step-size.

C. ...if the step-size τ is chosen such that the function 1
2τ‖x‖2 − L(x) is

convex for all arguments x.

D. ...for any decreasing step-size.

[4]

(b) Compute the MSE for the 1-parameter model by hand:

MSE(w0) =
1
2s

s

∑
i=1
|yi − w0|2

Fill in the missing entries of the following table:

w0 =
−7

w0 =
−6

w0 =
−5

w0 =
−4

w0 =
−3

w0 =
−2

w0 =
−1

y1 = -4
y2 = -3
y3 = -2
y4 = -1

2 MSE(w0)s
y5 = -20

2 MSE(w0)s

Some help: 192 = 361, 182 = 324, 172 = 289, 162 = 256, 152 = 225, 142 = 196, 132 = 169. [5]

(c) Compute the gradient ∇L of the cost function L : R×R≥0 → R with

L(w, v) =
1
2
|xw− y|2

v + ε
,

for a constant ε > 0. [5]

(d) A function L : R×R≥0 → R is convex if and only if its Hessian is positive
semi-definite, i.e. (

z1 z2
)

HL(w, v)
(

z1
z2

)
≥ 0

for all z1, w ∈ R and z2, v ∈ R≥0. Show that the function L defined in (c) is
convex. [5]
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(e) Recall the definition of Tikhonov regularisation / ridge regression. [3]

(f) Derive the maximum likelihood estimator of a linear model where the
conditional probability for each data point is modelled as a Poisson
distribution, i.e.

p(yi|xi, w) =
〈xi, w〉yi

yi!
e−〈xi,w〉 .

• Derive the likelihood p(y|X, w) for data y =

y1
...

ys

 ∈Ns
0, xi =

x1
...

xn

 ∈ Rn

and X =

xT
1
...

xT
s

 ∈ Rs×n. Assume that the data samples are i.i.d.

• Compute the negative log-likelihood.

[6]

(g) Derive the proximal mapping prox f for the (one-dimensional) function
f (x) = |x|. [3]

(h) Verify the following matrix identity:

(XTX + αI)−1XTy = XT(XXT + αI)−1y ,

for X ∈ Rs×n, y ∈ Rs and α > 0.
Hint: Use the Woodbury matrix identity
(A + UCV)−1 = A−1 − A−1U(C−1 + VA−1U)−1VA−1. [5]

End of Paper.
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