
MTH6140 Linear Algebra II

Assignment 5 Hand in by Friday, 2nd November 2018.

Attempt as many of the questions as you can, and submit solutions to Ques-
tions 3, 5(a) and 5(b). For the purposes of group submission, a group can
be between two or three people. Write your names and student numbers at
the top of your assignment before handing it in. If there are multiple pages,
staple them together. Please post your solutions in Box 20 outside the
School O�ce before 16:00 on Friday.

1. An n⇥ n matrix A = (aij) is said to be upper triangular if all the entries below
the main diagonal are zero; that is, if aij = 0 whenever i > j. Prove that the
determinant of an upper triangular matrix is equal to the product of the diagonal
entries. Experiment with one or more of the following approaches:

(a) transform A to the identity matrix using elementary row operations,

(b) use the Leibniz formula, or

(c) apply the Laplace expansion.

2. (a) Write down expressions for the determinant
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a b c
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g h i
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using firstly the Leibniz formula, and then the cofactor (Laplace) expansion
along the first and then second rows. Show that the two methods give the
same result (up to possible rearrangement of terms).

(b) Suppose � is any permutation of {2, 3, . . . , n}. Extend � to a permutation
�
0 of {1, 2, 3, . . . , n} by defining

�
0(i) =

(
1, if i = 1;

�(i), otherwise.

• Verify that sign(�0) = sign(�).

1

Archive material
previous year cwk

MTH6140 Linear Algebra II

             Coursework 5



• Let A be an n⇥n matrix. Verify that the first term, a1,1K1,1(A), in the
Laplace expansion for A (along row 1) is equal to

X

⇡2Sn,⇡(1)=1

sign(⇡)a1,⇡(1) · · · an,⇡(n),

i.e., the Leibniz formula restricted to permutations mapping 1 to itself.

3. Consider the following simplification of the Type 1 row operation:

Type 10. Add row j to row i.

Show that any matrix transformation that can be done using Type 1, 2 and 3
row operations can be done using just Type 10 and Type 2 operations. (When
dealing with Type 3 operations, look to the proof of Theorem 3.4 for inspiration!)

4. Calculate the adjugate Adj(A) of the 3⇥ 3 matrix

A =

2

4
1 1 0
2 1 1
1 0 2

3

5

over R, and verify that A · Adj(A) = det(A)I3.

5. (a) Calculate the characteristic polynomial pA(x) of the matrix

A =

2

4
0 1 0
0 0 1
1 0 0

3

5 .

Verify that the matrix A satisfies the polynomial pA, that is, pA(A) = O,
where O is the all-zero matrix.

(b) Show that no non-zero polynomial mA of lower degree than pA satisfies
mA(A) = O. (Let mA(x) = ax

2 + bx + c. What can you deduce from
mA(A) = O?)

(c) Harder. Generalise parts (a) and (b) to n ⇥ n matrices. For n � 3 define
the n⇥ n matrix A = (aij) by

aij =

8
><

>:

1, if 1  i, j  n and j = i+ 1;

1, if i = n and j = 1; and

0, otherwise.

Parts (a) and (b) correspond to the case n = 3. Redo both parts but with
n � 3 arbitrary.

6. Suppose A is any n ⇥ n matrix over K and P any invertible matrix. Let A
0 =

P
�1
AP . (In this situation we say that the matrix A

0 is similar to A.) Show that
the characteristic polynomials pA0 and pA of A0 and A are the same.
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