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Abstract
This thesis has two parts, a theoretical analysis of the analytic signal and an applied evalu-

ation of this theory to the Nord Pool financial time series data.

The first part details the basics of the analytic signal and how it is used to calculate an

instantaneous amplitude and frequency. Signals of a cosine and sum of two cosines, where

theoretical solutions exist, are analysed in detail. The relationship between the analytic sig-

nal and the Fourier transform is described and how any time signal can be represented in

frequency space. The theoretical section concludes by detailing the steps required to produce

an analytic signal numerically so discrete times series can be analysed. Several test signals

such as linearly varying amplitude, linearly varying frequency and a spike represented by a

Gaussian are analysed. The instantaneous amplitude and frequency from the numerically

calculated analytic signal are in excellent agreement with the input signals. A phase slip

from a Gaussian spike is evident.

The second part looks at the market dynamics of the Nord Pool market to show why extreme

price spikes can occur. Seven years of hourly Nord Pool data from the January 1999 is anal-

ysed using the techniques detailed in the first section in particular focusing on periods around

extreme price spikes. The difference between averaged hourly data and data containing a

spike are compared and clearly show the effect of a spike. Finally, the comparison of the

results between using return data versus price data are presented and show that phase slips

are easier to identify with price data.
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1 Introduction

Signal processing has its roots in electrical engineering and is a field of study that focuses

on analysing, modifying, recognising and transforming signals [1]. The signals are generated

from a diverse range of sources such as audio, image, video, radar, sonar and financial.

The output of signal processing can be equally diverse and covers areas such as compression,

filtering, recognition as well as information extraction [2]. In the last 30 years there have been

significant developments in digital computing and data storage and almost every industry

uses some form of signal analysis.

As there are many applications for signal processing and there are equally many mathematical

techniques which have been developed to analyse them. The cornerstone of signal analysis is

the Fourier series and Fourier transforms. In this analysis any signal which exhibits periodic

properties can be simply expressed as the sum of cosines and sines waves [3].

Figure 1: Amplitude and Period of a wave

The basic parameters to quantify a wave are amplitude, frequency and phase. These three

measures are independent. The amplitude is a defined as the maximum magnitude displace-

ment from the equilibrium or central value and is always positive. The SI units of amplitude

is the meter but the units can vary depending upon the nature of the signal such as deci-
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bels for sound or price of an asset in a financial time series. Frequency can be defined as

the number repetitive occurrences per unit of time, the SI unit is Hertz which is 1/seconds.

Alternatively frequency can be defined as the inverse of the time period of the wave, where

period is the time elapsed between two successive similar points (amplitude and direction)

on the wave. The amplitude and time period of a typical wave is shown in Figure 1.

Figure 2: Illustration of phase between two waves ±A(t)

The phase of a wave is defined as an offset of the wave from a given point in time and

essentially specifies the starting point. The phase shift describes the timing difference between

two waves shown in Figure 2. For sine and cosine waves the units are radians and spans a

range of one complete cycle or 2π radians. Consider a cosine wave with frequency w and

phase shift θ

cos(wt+ θ) = cos(θ)cos(wt)− sin(θ)sin(wt) (1)

Equation (1) shows how the phase shift is a fixed allocation between a cosine and sine wave

of the same frequency. For a phase of zero it is simply a cosine and with a shift of −π/2 then

the wave a sine wave.

Economic time series are often affected by the impact of external recurring factors. For

instance, the price of a commodity such as gas, electricity or water may be affected by
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daily, weekly, or monthly seasonal effects. Therefore the time series of the price may have a

periodic component [4]. One way to analyse such a component or to remove seasonal effects

from a time series is by using signal processing techniques. By splitting the signal into time

dependent amplitudes and phase, seasonal effects can be separated from other stationary

properties of the time series and therefore the data itself can be analysed [5].

Using the price of the Nord Pool electricity market from the 1st January 1999 to the 26th

January 2007 this project aims to apply analytic signal processing to identify extreme events

in the price dynamics of the market and to explore whether features of the phase can be used

as a precursor for these extreme events.

2 Analytic Signal

2.1 Definition of an Analytic signal

An Analytic signal z(t) of a real-valued signal u(t) is a complex-valued function where the

real part is the original function and the imaginary part is its Hilbert transform û(t).

z(t) = u(t) + iû(t) (2)

A Hilbert transform is defined as [6]:

H(u(t)) =
1

π

∫ ∞
−∞

u(τ)

t− τ
dτ (3)

The Hilbert transform has the effect of producing a signal with a phase shirt of π/2 to the

original signal. Hence the Hilbert transform of a cosine is a sine [7].

H(±cos(wt)) = ±cos(wt− π/2) = ±sin(wt) (4)
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Hence for positive frequencies:

H(cos(wt) = sin(wt) (5)

2.2 Instantaneous Amplitude and Frequency

A real valued function may be expressed as a cosine with an instantaneous amplitude A(t)

and phase φ(t):

u(t) = A(t)cos(φ(t)) (6)

where φ(t) can be expressed in terms of an instantaneous frequency w(t) and a constant

phase shift φ0:

φ(t) = φ0 +

∫ t

0

w(τ)dτ (7)

Equation 6 has no unique solution as at each point in time there is a single value of u(t)

and two unknowns, the instantaneous frequency and instantaneous amplitude. One way to

produce unique values of amplitude and frequency is to define the analytic signal by:

z(t) = A(t)e(iφ(t)) (8)

and expanding using Euler’s formula:

z(t) = A(t)(cos(φ(t)) + isin(φ(t)) (9)

comparing Equation 9 to Equation 2 defines the instantaneous amplitude and instantaneous

frequency by:

A(t) = (u(t)2 + û(t)2)0.5 (10)

φ(t) = atan2(û(t)/u(t)) (11)

And differentiating Equation 7 defines the instantaneous frequency:

w(t) = dφ/dt (12)
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Note Equation 11 uses atan2 which gives a singularly defined value for the inverse tan function

in the range −π to π [8]. In terms of the standard tan−1 function (−π/2, π/2) then it is

defined as:

atan2(x, y) =



arctan(y/x), if x > 0

π/2− arctan(x/y), if y > 0

−π/2− arctan(x/y), if y < 0

arctan(x/y)± π, if x < 0

undefined, if y = 0 and x = 0

(13)

2.3 Examples of Analytic signal

2.3.1 Analytic signal Example 1

Consider the trivial example when the signal u(t) is a simple cosine wave with amplitude a1

and constant frequency w1, then from Equations 2 and 5:

u(t) = a1cos(w1t) (14)

z(t) = a1cos(w1t) + ia1sin(w1t) (15)

From Equation 10 we get:

A(t) = (a21cos
2(w1t) + a21sin

2(w1t))
0.5 = a1 (16)

φ(t) = tan−1(sin(w1t)/cos(w1t) = tan−1(tan(w1t)) = w1t (17)

and from Equation 12:

w(t) = dφ/dt = w1 (18)
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hence:

u(t) = A(t)cos(φ(t)) = a1cos(w1t) (19)

The analytic signal is the same as the input signal, the instantaneous amplitude A(t) = a1

and the instantaneous frequency w(t) = w1.

Figure 3: Simple Cosine with the instantaneous amplitude ±A(t)

The chosen units for time are days as this is the most intuitive timescale when considering

the Nord Pool data later. Figure 3 shows an example of a simple cosine with frequency (w1)

of 0.5days−1 and amplitude (a1) of 3. The instantaneous amplitude envelope is denoted by

±A(t).
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2.3.2 Analytic signal Example 2

Figure 4: Sum of two cosines of different frequencies.

Consider the more complex case where the signal is the sum of two cosines with different

frequencies (Figure 4). The resultant signal produces repetitive beats containing higher

frequency oscillations.

u = a1cos(w1t) + a2cos(w2t) (20)

Again using Equations 2 and 5 the analytic signal is:

z(t) = (a1cos(w1t) + a2cos(w2t)) + i(a1sin(w1t) + a2sin(w2t)) (21)

From Equation 10:

A(t) = (a21 + a22 + 2a1a2cos(w1t)cos(w2t) + 2a1a2sin(w1t)sin(w2t))
0.5 (22)

using cos(A − B) = cos(A)cos(b) + sin(A)sin(b) and cos2(x) = (1 + cos(2x))/2 then if

a1 = a2.

A(t) = |2cos((w1 − w2)/2)| (23)
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Also giving φ as:

φ = tan−1(
a1sin(w1t) + a2sin(w2t)

a1cos(w1t) + a2cos(w2t)
(24)

and using:

sin(A) + sin(B) = 2sin((A+B)/2)cos((A−B)/2) (25)

and

cos(A) + cos(B) = 2cos((A+B)/2)cos((A−B)/2) (26)

and if a1 = a2 the we get:

φ(t) = tan−1(
2a1sin((w1 + w2)/2)cos((w1 − w2)/2)

2a1cos((w1 + w2)/2)cos((w1 − w2)/2)
) (27)

which reduces to:

φ(t) = tan−1(tan(
w1 + w2

2
t)) = (w1 + w2)t/2 (28)

and therefore:

w(t) = (w1 + w2)/2 (29)

Equations 23 and 29 give the interesting result that the instantaneous amplitude A(t) has a

frequency of half the difference of the frequency of the two input waves and the instantaneous

frequency w(t) is simply the average frequency of the two input waves. The instantaneous

amplitude is shown in Figure 4 and captures the amplitude of the beats.

More complex signals such as three cosines do not easily decompose and the instantaneous

amplitude and frequency must be calculated numerically.
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3 Fourier

3.1 Why use Fourier transform?

Before looking at the details of the Fourier transform it is worth noting the key characteristics

and how it relates to the analytic signal. A signal in time space u(t) may be expressed in

frequency space. This amounts to representing the time signal as a sum of cosines with

different amplitudes (ai), frequencies (wi) and phase (θi).

u(t) =
∑

ai ∗ cos(wit+ φi) (30)

In this form the analytic signal can be easily calculated as the Hilbert Transform of cosine is

sine.

z(t) =
∑

ai ∗ cos(wit+ φi) + i
∑

ai ∗ sin(wit+ φi) (31)

The Fourier transform is a technique which can decompose any signal into the frequency

domain [3] to enable ai and φi in Equation 30 to be calculated [9].

3.2 Fourier transform explained

The definition of a periodic signal is:

u(t) = u(t+ nT ) where n = 0,±1,±2, ..... (32)

Fourier transform splits a function in the time domain into the frequency domain.

f̂(w) =

∫ ∞
−∞

u(t)e−2πixwdt (33)

The Fourier transform works because the underlying cosines and sines are orthogonal (product

of different frequencies integrate to zero). This property can be seen by considering the
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Fourier transform of simple cosine with a phase shift. Using:

u(t) = acos(wt+ φ) (34)

and the fact that:

u(t) = a(cos(/phi)cos(wt)− sin(/phi)sin(wt) (35)

eix = cos(x) + isin(x) (36)

and ∫
cos(wit)cos(wjt) = 0 unless i = j (37)∫
sin(wit)cos(wjt) = 0 for all i, j (38)∫
sin(wit)sin(wjt) = 0 unless i = j (39)

Then we get:

f(u(zi)) =

acos(φ) + iasin(φ), if zi = w

0 + 0i, otherwise
(40)

So any signal can be decomposed into frequencies, shown in Figure 5 [10].

Figure 5: Fourier transform of cosine wave
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3.2.1 Example of Fourier transform

In addition to the simple cosine there are many functions where there is a theoretical solution

to the Fourier transform. Part of this project considers spikes or extreme values in Nord Pool

data. Hence one function of particular interest is the Gaussian shown in Figure 6 [11].

u(t) = (1/((2πa))e(−1/2∗((t−ts)/a)
2) (41)

From Equation 41 it can be seen that as a tends to zero this becomes an infinite spike or

dirac delta function.

Figure 6: Gaussian centred around t=7 days.
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Figure 7: Amplitude of FT of Gaussian Figure 8: Phase of FT of Gaussian

The Fourier transform of a Gaussian can be derived as follows:

Proof.

H(w) =
1√

2π ∗ a2
∗
∫ ∞
−∞

e−
t2

2a2 e2πiwtdt

=
1√

2π ∗ a2
∗
∫ ∞
−∞

e−
1

2a2
(t2−4πa2tw)dt

=
1√

2π ∗ a2
∗
∫ ∞
−∞

e−
1

2a2
(t2−2(2πa2w)t+(2πia2w)2−(2πia2w)2)dt

=
1√

2π ∗ a2
∗ (

∫ ∞
−∞

e−
1

2a2
(t−2πa2w)2dt)e

1
2a2

(2πa2w)2

=
1√

2π ∗ a2
∗ (
√

2π ∗ a2) ∗ e−2π2a2w2

= e−2π
2a2w2

Therefore [12]:

u(w) = e−2π
2a2w2

(42)
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Equation 42 shows that a Gaussian in time space is also a Gaussian in frequency space as

shown in Figure 7. Note also that as a goes to 0 then in time space the spike tends to a dirac

delta function, whereas in frequency space u(w) goes to 1 and is independent of frequency

(w). This means that there is an equal contribution to the signal from all frequencies.

Note that for the examples shown (Figures 5, 7) the Fourier transform is symmetrical about

zero frequency. In fact this is always true if the signal is real-valued i.e. it has Hermitian

symmetry (f*(x)= f(-x)) [13]. Therefore you only need to consider positive frequencies and

use double the amplitude.

Figure 9: Example of cosine waves with inte-

ger period

Figure 10: Contribution of first few frequen-

cies to Gaussian

In order to gain an intuition of the Fourier transform and specifically the output coefficients

ai and θi it is worth looking at the transform of the Gaussian in more detail. The basic

building blocks are cosines with amplitude 1 which have integer number of oscillations, the

first three are depicted in Figure 9. The Fourier transform fits a weight (ai) and a phase

(θi) to each one of these cosine waves. As the spike occurs at t=7 days the θi will align each

cosine wave so they have a maximum at t=7 (Figure 9 and 10), the ai are fitted to get the
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height of the spike and ensure the signal is zero everywhere else.

3.3 Discrete Fourier transform

The theory for the Fourier transform was derived in continuous time over an infinite time

span. In practice most data sets are of finite length and consist of observations at discrete

points in time, often at regular intervals. Hence, to analyse data in this form the Discrete

Fourier transform must be used. The DFT is a modification to the continuous time Fourier

transform described in Equation 33 and converts a discrete signal Un observed at N equal

intervals of time into N equal intervals of frequency Ûi [14]:

U = u0, u1, ....., uN−2 (43)

into:

Ûi = û0, û1, ......, ûN−2 (44)

The equal interval of frequency is given by:

wi = i/N where i = 1, 2, ...N − 1 (45)

The DFT is defined by:

ûi =
1

N

N−1∑
N=0

Une
−(2πwin)i (46)

Expanding Equation 46 with Eulers formula:

ûi =
1

N

N−1∑
N=0

Un(cos(2πwin)− isin(2πwin)) (47)

which may be written as:

ûi = bi + ici (48)
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where:

bi =
1

N

N−1∑
N=0

Uncos(2πwin) (49)

and

ci =
1

N

N−1∑
N=0

Unsin(2πwin) (50)

Let the discrete time signal Un be the sum of cosines with frequency wi and phase θi:

u(t) =

N/2∑
i=1

aicos(2πwi + θi) (51)

Using the identity cos(A+B) = cosAcosB − sinAsinB:

Un =
N−1∑
N=0

(aicos(θi)cos(2πwin)) +
N−1∑
N=0

(aisin(θi)sin(2πwin)) (52)

Sub Un in Equation 52 into Equation 47:

Ûi =
1

N

N−1∑
N=0

(
N−1∑
N=0

(aicos(θi)cos(2πwin)) +
N−1∑
N=0

(aisin(θi)sin(2πwin)))cos(2πwin)

− 1

N

N−1∑
N=0

(
N−1∑
N=0

(aicos(θi)cos(2πwin)) +
N−1∑
N=0

(aisin(θi)sin(2πwin)))sin(2πwin)

(53)

Using Orthogonality conditions:

1

N

N−1∑
n=0

cos(win)cos(wjn) = 1 if i = j

= 0 otherwise

(54)

1

N

N−1∑
n=0

cos(win)sin(wjn) = 0 for all i,j (55)

1

N

N−1∑
n=0

sin(win)sin(wjn) = 1 if i = j

= 0 otherwise

(56)
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Sub Equation 54-56 into Equation 53:

Ûi = aicos(θi) + isin(θi) (57)

And comparing Equation 57 to 48 you get:

ai = (b2i + c2i )
0.5 (58)

and

θi = tan−1(ci/bi) (59)

4 Numerical Calculations of Analytic signal

The analytic signal can now be calculated for any signal with the following steps:

1. Compute Fourier coefficients using Equations 49 and 50 to get bi and ci

2. Compute ai and φi from Equations 58 and 59.

3. Calculate u(t) and û(t) from Equations 2 and 5

4. Calculate A(t) and φ(t) from Equations 10 and 11

5. Calculate w(t). In order to calculate instantaneous frequency from Equation 12 the phi

must be “unwrapped”. This is a process to remove the discontinuities in phi(t) by adding 2π

when the change is greater than π [15].

The data set for Nord Pool is recorded hourly so to keep timescales consistent in the examples

we consider time in days with smallest increment being 1/24. Hence for 2 weeks this would

be 336 samples (2*7*24)
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4.1 Numerical Calculation of Analytic signal Example 1

Starting with the trivial example described in section 2.3.1 and following the 5 steps outlined

above.

u(t) = a1cos(2 ∗ pi ∗ w1 ∗ t) (60)

and setting a1 = 3 and w1 = 0.5

A Discrete Fourier transform will transform the signal into frequency space, note that the

frequency buckets are, given by Equation 45, n/totaltime i.e 1/14, 2/14 etc.

Figure 11: Amplitude from the FT of cosine

(step 1)

Figure 12: Phase from the FT of cosine (step

1)

Step 1: Figure 11 shows the expected result that the amplitude of the DFT is 3 at frequency

of 0.5 and zero everywhere else. Figure 12 shows the phase of zero at frequency of 0.5, the

other phase numbers for other frequencies are not important as they have zero amplitude

Step 2:

u(t) = 3cos(2 ∗ π ∗ 0.5 ∗ t+ 0) (61)
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Step 3:

z(t) = 3cos(2 ∗ π ∗ 0.5 ∗ t) + i3sin(2 ∗ π ∗ 0.5 ∗ t) (62)

Figure 13: Signal (cosine) and A(t) evaluated numerically

Figure 14: phi(t) for cosine Figure 15: Unwrapped phi

Step 4:

A(t) = (9cos2(2π0.5t) + 9sin2(2π0.5t)0.5 (63)

φ(t) = atan2(3sin(2 ∗ π ∗ 0.5)/3cos(2 ∗ π ∗ 0.5)) (64)
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A(t) and φ(t) are evaluated numerically for each discrete t, clearly in this simple case A(t)=3

and φ(t) = 0.5t

Figure 16: Instantaneous frequency of cosine signal

Step 5: φ(t) is unwrapped (Figures 14 and 15). The unwrapped phi (φun) can now be

differentiated numerically to produce w(t) as shown in Figure 16:

w(t) = 1/(2π) ∗ (φun(t+ 1)˘φun(t))/dt (65)

Where dt is 1/24 in this case. Again this could be done analytically for this simple case.

4.2 Numerical Calculation of Analytic Signal Example 2

For the remaining examples the same 5 steps are followed, however, only the salient data

will be shown. Using the example of two cosines described in section 2.3.2 shown in Figure

4:

u = a1cos(w1t) + a2cos(w2t) (66)

Where a1 = a2 = 3 and w1 = 2.0 and w2 = 2.5
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Figure 17: Amplitude of FT for sum of two cosines

Figure 18: Signal and instantaneous ampli-

tude for sum of two cosines

Figure 19: The unwrapped phi (using Matlab

function)
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Figure 20: Instantaneous frequency obtained

by numerically differentiating unwrapped phi

Figure 21: Instantaneous frequency obtained

by adjusting Matlab unwrapped phi

Figure 17 shows the result from the FT on the signal, it correctly identifies the two frequencies

at 2 and 2.5 with amplitude of 3. Figure 18 shows that he instantaneous amplitude agrees

with the theoretical values derived in section 2.3.2. This is not surprising given the Fourier

transform had correctly identified the two frequencies. Figure 19 shows the unwrapped phi

(using Matlab) function displays some “kinks”. Figure 20 shows the numerical differentiation

of this unwrapped phi and gives some numerical spikes around the theoretical value of 2.25

(average of two signal frequencies) derived in section 2.3.2. These spikes are caused from the

phi calculation when both u and û are zero and the atan2 definition (Equation 11) shows

that the function value is undefined at these points. These spikes can be removed by ensuring

phi has not changed by more than π in a single time step as shown in see Figure 21. The

procedure involves subtracting integer values of π from φ(t+ 1)−φ(t) to ensure value of this

difference lies between 0 and π.

So far the signals have been simple cosines (or sum of two cosines) where a theoretical

solution exists. The excellent agreement with theoretical values is not surprising as the DFT
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has correctly identified the frequencies in the signal and so the theoretical and numerical

solutions are the same. The next three examples look at some test signals where a theoretical

solution is not available. The output can however be compared to the properties of the input

signal.

4.3 Numerical Calculation of Analytic Signal Example 3

Consider the more complex case of cosine with time varying amplitude:

a(t) = 1 + 0.01t (67)

Using a fixed frequency of 0.5, the input signal becomes:

u(t) = (1 + 0.01t)cos(2 ∗ π ∗ 0.5 ∗ t) (68)

Figure 22: Signal of Cosine with linearly vary-

ing amplitude

Figure 23: Amplitude from DFT of Cosine

with linearly varying amplitude
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Figure 24: Instantaneous Frequency matches

the signal value of 0.5

Figure 25: Instantaneous Amplitude and the

theoretical amplitude

The resultant signal is shown in Figure 22. The DFT of this signal, Figure 23, shows non-zero

amplitudes over a range of frequencies around the predominant input frequency of 0.5. Figure

25 shows that the Instantaneous Frequency matches the signal value of 0.5 with some small

instability at the start and end time values. Figure 24 shows the instantaneous amplitude

matches the time varying amplitude of the input signal again with small amount of numerical

instability at the edges.

4.4 Numerical Calculation of Analytic Signal Example 4

Next input signal to consider is a cosine with time varying frequency:

w(t) = 0.2 + 0.1t (69)

Hence w(t) varies linearly from 0.2 to 1.6 over the 14 day period.

From Equation 6:

u(t) = cos(2 ∗ π ∗ (0.2t+ 0.1 ∗ 0.5 ∗ t2)) (70)
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Figure 26: Signal of Cosine with linearly in-

creasing frequency

Figure 27: DFT for linearly increasing fre-

quency

Figure 28: Instantaneous Frequency with theoretical frequency from input signal

The input signal is shown is Figure 26. Figure 27 shows the amplitude from the DFT, this

doesn’t appear as a smooth function. The highest amplitude are in the frequency buckets

ranging from 0.2 to 1.6 which is in line with the input signal. Figure 26 also shows that the

instantaneous amplitude is around 1 which again in good agreement with the input signal.

There is small area of numerical instability at the start and end time values. Figure 28 shows
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the instantaneous frequency matching the input signal frequency with the exception of the

edge values.

4.5 Numerical Calculation of Analytic signal Example 5

Finally, the project is considering spikes or extreme values in Nord Pool data and so it is

worth analyzing the analytic signal from a spike. The simplest spike would be a Dirac Delta

function although this is not possible numerically so the Gaussian approximation described

in section 3.2.1 Equation 41 is used. We chose ts = 7 days with value of a = 1/(12).

Figure 29: Gaussian centred around t=7 days Figure 30: DFT of Gaussian.
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Figure 31: Instantaneous phase of Gaussian

from DFT

Figure 32: Instantaneous frequency from

Gaussian Signal

The instantaneous amplitude A(t) captures the spike well although is somewhat wider than

the signal (Figure 29). The instantaneous phase (Figure 31) shows the phase shift in the

region of the spike. This gives rise to a spike in the instantaneous frequency shown in

Figure 32. This would be expected as a very high frequency is required to produce a spike

or extreme change in value. This theoretical characteristic phase “slip” or instantaneous

frequency spike can be compared to real price data containing spikes obtained from the Nord

Pool market.
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5 Nord Pool

5.1 Nord Pool Market

Figure 33: Power production price curve in Nordic electricity market. [16]

Figure 33 shows the different methods of power production for the Nord Pool market. On the

x-axis is the total annual production and the y-axis shows the production cost. The width of

each block shows the typical capacity for that method of power production. The wind and

hydro production is very cheap however their output is variable and depends upon parameters

which cannot be controlled, namely amount of wind and rain. Other forms of power such as

nuclear, combined Heat and Power (uses coal), coal gas and oil are controllable but are more

costly. Spikes in prices occur when demand starts to exceed supply and this is usually due to

low supply. There are two main reasons for low supply. The first is weather related, if there

is not enough wind / rain then this can reduce the amount produced from wind and hydro

[17]. The second is an outage at a power facility through planned maintenance or unforeseen

failure. The reduction in cheap supply causes the demand to be met by the more expensive

production which causes a spike in the price [18].
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5.2 Analysis of Nord Pool Data

Figure 34: Hourly Nord Pool prices from 1st Jan 1999 0:00 to 26th Jan 2007 23:00

The data set analysed was just over 8 years of hourly Nord Pool prices in Eur per Megawatt

Hour (EUR MWh) from 1st Jan 1999 0:00 to 26th Jan 2007 23:00 which contained 70,752

data points shown in Figure 34. The average price is 27.48 and there are several extreme price

spikes (both up and down) with a maximum price of 238.01 and a minimum of 2.33.
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5.2.1 Analysis of Average Nord Pool data

Figure 35: Average Nord Pool price for given hour and day of week using hourly data from

1 Jan 1999 0:00 to 26th Jan 20087 23:00 and typical week of 4th Mar 2002 (averaged price

matched)

For each day at a given time there 421 individual prices. Figure 35 shows the average price

per hour / day of the week over the dataset along with a typical week (4th Mar 2002 price

is adjusted so the average weekly price matches). The price evolution over the week follows

a periodic pattern which is consistent with demand. The prices reach a peak at around 8am

each workday as industry begins and there is peak domestic demand. The prices stay high

throughout the day with another mini peak at 5pm. After 5pm the prices decrease and reach

a low around 3am as industrial and domestic demand fall. The prices are typically much

lower at the weekend as there is limited industrial demand.
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Figure 36: Positive frequencies of DFT

Figure 37: Instantaneous amplitude of signal

of demeaned average data starting on Monday

Figure 39: Instantaneous phase from DFT

Figure 40: Instantaneous amplitude of signal

unwrapped

Using the step 1 to 5 detailed in section 4.1 the instantaneous amplitude and frequency can

be derived from the average data in shown in Figure 35. The outputs are shown in Figures

36 to 40. The Fourier analysis (figure 36) shows amplitude peaks around frequencies of
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1,1/2 and 1/3 of a day. This is in line with the daily periodicity the data exhibits during

the weekdays. Note the instantaneous amplitude (figure 37) is relatively stable during the

weekdays with the daily fluctuations being explained by the periodicity. At the weekend the

periodicity breaks down and the fluctuation are explained by changes in the instantaneous

amplitude. The instantaneous phase (Figure 38) shows similar behaviour as phi is relatively

well behaved during the weekdays and becomes unstable at weekends. Figure 39 also shows

the week end data to be very noisy.

5.2.2 Analysis of typical Price Spike

Figure 41: Hourly Prices for week of 19 Feb 2001 and average price.

Figure 41 shows the hourly price evolution for the week of 19th Feb 2001 with the average

hourly price shown for comparison using left hand scale to visually match prices at the start

of the week. The prices match the average price data from Monday 19th Feb through to

Thursday morning 22nd Feb. Then on Thursday afternoon the price spikes at 6pm and

deceases overnight albeit at elevated levels versus average prices. On Friday at 8am as the

demand rises the prices spikes over 100 percent with another large spike associated with the
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5pm peak demand. This volatile behaviour continues through the Saturday and to a lesser

extent on the Sunday with the prices at elevated levels versus the average.

Figure 42: Positive frequencies of DFT

Figure 43: Instantaneous amplitude of the

signal

Figure 44: Phase from DFT of average data Figure 45: Instantaneous frequency of signal

Again following steps 1 – 5 to create the instantaneous amplitude and frequency for the data

of the week of 19th Feb 2001, the output is shown in Figures 42 to 45. It is interesting
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to compare the differences between average data and data where there is an extreme price

move, in this way the effect of a price spike can be observed as opposed to features we are

seen in typical weeks. The DFT shown is Figure 42 has amplitudes at a range of frequencies

with the spikes at 1,1/2 and 1/3 of days much less pronounced compared to the average data

shown in figure 36. The instantaneous amplitude in Figure 43 increases to accommodate

the spike. There is a significant difference in the instantaneous phase (Figure 39 and 44).

The average data shows a regular pattern during the weeks days where the phase with the

spike shows that as early as day 2 there is significant disruption to the regular pattern. The

instantaneous frequency shows similar differences (Figure 40 compared to Figure 45) as the

number of frequency spikes increases to several per day in the presence of a spike.

5.3 Comparison between Price and Log Return Data

The Nord Pool market has ninety occurrences of upwards and downward spikes over the

eight year dataset. To analyse the specific spikes a dataset is taken of three hundred points

centering at the spike that is being analysed. To analyse the spikes two approaches are used,

firstly a Hilbert transform is done on the original data and the phase is found. The second

approach is using a lognormal return, a lognormal return is calculated using:

ulog(t) = log(
u(t)

u(t− 1)
) (71)

and is used to get rid of the natural exponential increase shown in the market.

What is also analysed is commonly refered to as a rolling dataset, to model the rolling dataset

the data leading up to but not including the spike is used a the same hilbert transform is

used. The reason this is done is to analyse if the spikes are predictable before the spikes

happen using the analysis preset in this project. In this section an example of each of the

three different types of peak are displayed which include a single positive spike, a single
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negative spike, and a collection of spikes or a multiple peak example.

5.3.1 Single Spike Increase

Figure 47: Price of Nord Pool with A(t) Figure 48: Returns of Nord Pool with A(t)

Figure 47 shows a single upwards spike with its amplitude, this spike from looking just at the

data points shows no precursor for the spike happening and also shows no obvious change in

the data after the occurrence of the spike. Figure 48 shows the lognormal returns of a single

upwards spike and its amplitude, it can be seen it differs from the single upwards spike as

it also have a negative spike, this is due to the return data having to reset back to the zero

after the initial spike. Again there is no clear precursor for a spike and no change after the

spikes occurrence.
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Figure 49: Phase of price Figure 50: Phase of returns

Figure 49 shows the phase of the price data, in this graph one can see a definite phase slip as

there is a positive and negative peak around the area that figure 47 shows a peak,this agrees

with the theoretical Gaussian phase slip shown in section 4.5 and Figures 31 and 32. Figure

50 shows the phase of the lognormal return data, here it can be seen that the phase bunches

up around the spike indicating a phase slip, but no clear phase slip is seen. Both graphs show

the start of their phase slips occurring before the actual peak happens, indicating it may be

possible for the Hilbert transform to be used to predict extreme data.
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Figure 51: Instantaneous frequency of price Figure 52: Instantaneous frequency of returns

Figure 51 shows the instantaneous frequency of the price, here we can see a clear spike, Figure

52 shows the instantaneous frequency of the returns, as above the slip is less obvious but in

this case clearly observable by the gap in the graph. Again the beginning of each indication

of a spike happens just before the spike as shown above.

5.3.2 Period just before Spike increase

Figure 53: Price of Nord Pool with A(t) Figure 54: Returns of Nord Pool with A(t)
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Figure 53 and 54 shows a model of the rolling Hilbert, both the price and returns are as

expected and don’t show an indication of the spike to come.

Figure 55: Phase of price Figure 56: Phase of returns

Figure 55 and 56 show the phase, the phase of returns doesn’t change at all during the data

set showing no indication that a spike may occur. The phase of price has a large phase drop

just before the end of the data set and the occurrence of a spike. This could either show that

a spike is about to occur or just be due to the fact that a Hilbert transform is less accurate

around the edge data, as seen in section 4.
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Figure 57: Instantaneous frequency of price Figure 58: Instantaneous frequency of returns

Figure 57 and 58 show the instantaneous frequency, the frequency of returns doesn’t change

at all during the data set showing no indication that a spike may occur. The frequency of

price has a large frequency drop just before the end of the data set and the occurrence of a

spike as above.
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5.3.3 Single Spike Decrease

Figure 59: Price of Nord Pool with A(t) Figure 60: Returns of Nord Pool with A(t)

Figure 59 shows a single downwards spike with its amplitude, this spike from looking just at

the data points shows no precursor for the spike happening and also shows no obvious change

in the data after the occurrence of the spike. Figure 48 shows the log normal returns of a

single downward spike and its amplitude, it can be seen it differs from the single downward

spike as it also have a negative spike, this is due to the same reason as in 5.3.1.
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Figure 61: Phase of price Figure 62: Phase of returns

Figure 61 shows the phase of the price data, in this graph one can see a definite phase slip as

there is a positive and negative peak around the area that Figure 59 shows a peak. Figure 62

shows the phase of the lognormal return data, here it can be seen that there is no indication

of a phase slip being shown. As above in figure 61 the start of the phase slip occurs before

the spike.

Figure 63: Instantaneous frequency of price Figure 64: Instantaneous frequency of returns
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Figure 63 and 64 show the instantaneous frequency of the price and returns, here the price

data again shows a large frequency change around the data point, the return data indicates a

spike by the fact that is is completely positive around the spike, but it is not a clear indication

of a spike.

5.3.4 Period just before spike decrease

Figure 65: Price of Nord Pool with A(t) Figure 66: Returns of Nord Pool with A(t)

Figure 65 and 66 shows a model of the rolling Hilbert, both the price and returns are as

expected and don’t show an indication of the spike to come.
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Figure 67: Phase of price Figure 68: Phase of returns

Figure 67 and 68 show the phase. The phase of returns doesn’t change at all during the data

set showing no indication that a spike may occur. The phase of price again has a large phase

drop just before the end of the data set and the occurrence of a spike.

Figure 69: Instantaneous frequency of price Figure 70: Instantaneous frequency of returns

Figure 69 and 70 show the instantaneous frequency. The frequency of returns doesn’t change

at all during the data set showing no indication that a spike may occur. The frequency of
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price has a large frequency drop just before the end of the data set and the occurrence of a

spike as above.

5.3.5 Multiple spikes

Figure 71: Price of Nord Pool with A(t) Figure 72: Returns of Nord Pool with A(t)

Figures 71 and 72 shows a multi peak, this is interesting for two reasons firstly, so we can see

if multiple phase slips occur when a Hilbert transform is used. The second, is that there is no

peak during the weekend, January 14th and 15th in the figure. This is due to the electricity

demands on the weekend, and further backs up the theory off amount of electricity available

due to demand being a cause for the spikes (section 5.1).
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Figure 73: Phase of price Figure 74: Phase of returns

Figure 73 shows a phase slip for every occurrence of a peak, again preceding the peak, this

is interesting as it shows that the phase slip is a perfect indicator for a spike in the data.

Figure 74 shows no evidence of a spike.

Figure 75: Instantaneous frequency of price Figure 76: Instantaneous frequency of returns

Figures 75 and 76 agree with the points made on the phase.

49



5.3.6 Period just before multiple spikes

Figure 77: Price of Nord Pool with A(t) Figure 78: Returns of Nord Pool with A(t)

Figure 77 and 78 shows a model of the rolling Hilbert, both the price and returns are as

expected and don’t show an indication of the spike to come.

Figure 79: Phase of price Figure 80: Phase of returns

Figure 79 and 80 show the phase. Here neither the returns or the price show any indication
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of a phase slip. This is interesting, as in section 5.3.2 and 5.3.4 the edge of the graph has a

large phase drop, but in this example there isn’t a drop. Therefore more research needs to

be done in determining what caused the phase drops above.

Figure 81: Instantaneous frequency of price Figure 82: Instantaneous frequency of returns

Figure 81 shows a similar result to Figure 79, Figure 82 has a small frequency slip in the

middle of the data due to unknown causes.
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5.3.7 No Spike data

Figure 83: Price of Nord Pool with A(t) Figure 84: Returns of Nord Pool with A(t)

Figures 83 and 84 show data with no spikes. As expected it follows the normal trend of the

average data.

Figure 85: Phase of price Figure 86: Phase of returns

Figure 85 again shows a sharp drop off in the phase as the end of the graph, meaning it is
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more likely that the occurrence in the data above is due to the inaccuracy of the Hilbert

transform. Figure 86 is as expected.

Figure 87: Instantaneous frequency of price Figure 88: Instantaneous frequency of returns

Figure 87 again shows the sharp drop, Figure 88 is again as expected.

5.4 Discussion

From Figures 47 to 88 it can be seen that the phase slip can be clearly seen when using

a Hilbert transform on the price data, it is less obvious, but still sometimes visible when

looking at the lognormal returns of the data. From this it is concluded that the lognormal

return is not as accurate at showing a phase slip than the normal price. In the single peaks,

when looking at the simulated rolling Hilbert’s, it can be seen there is a sharp drop at the

right hand edge of the graph, this is also shown in the no peak data. This could therefore be

said to be due to the Hilbert being inaccurate around the edge data. But this doesn’t show

up on a multi peak data set, so more research would needed to be completed to say whether

these results are anomalies, or if they can be used to predict a spike.
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6 Conclusion

The first part of this thesis showed how the instantaneous amplitude and instantaneous

frequency could be derived using the analytic signal. In was then shown that theoretical

solutions exist for the analytical signal in the simple cases of the signal being a cosine and

also the sum of two cosines. In the case of the signal being the sum of two cosines it

gave the interesting result that the instantaneous amplitude had a frequency of half the

difference of the two cosines used to construct the signal and the instantaneous frequency

was the average of the two input frequencies. It also showed the analytic signal could be

constructed numerically by representing the input signal as a sum of cosines obtained from

a Discrete Fourier Transform. By using simple test signals of a cosine with linearly varying

frequency and linearly varying amplitude it was shown that the analytic signal technique

did an excellent job in identifying the instantaneous amplitude and instantaneous frequency.

Finally, the test signal of a Gaussian was used to represent a price spike which show the

slip in phase and jump in instantaneous frequency around the time of the spike. The second

part was to analyse the Nord Pool data set across a eight year period from the 1st January

1999 to the 26th January 2007 and see if the occurrence of extreme events (spikes in price)

were observable and predictable by the phase when using Hilbert transforms on the data. It

was found that spikes produced a phase slip in the data as expected due to initial research

into Gaussian equations, these phase slips were also found to occur prior to the spike itself.

This was followed up by looking into a rolling data set (modeled by using data prior to a

spike), to see if any precursor was found. The data showed the possibility that there was

movement in the phase prior to the spike but more analysis needs to be done to conclude

whether these were anomalies or in fact phase drops before a spike. Future work could be

done on analyzing the data just before the peak to see if the phase drop happening just before

a peak occurs due to the peak or other reasons. One theory being the quality of the results
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of the Hilbert around edge values and this could lead on to using a window smoothing on

the Fourier transform and proceeding with the same research.
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